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✴ From the time-like flow      we construct the projection onto 
surfaces orthogonal to the flow:                               .

✴ Three-volume form:                          .

✴ Covariant convective derivative on scalar:                     .

✴ Spatial covariant derivative:                          .

✴ Kinematics of      gives geometry of congruence of flow lines.

∇aub = −uau̇b + 1

3
Θhab + σab + ωab

acceleration expansion shear vorticity

u
a

hab = gab + uaub

ḟ = ua∇af

u
a

∇̃af = hb
a∇bf

Some notation
The effective volume element in the observer’s instantaneous rest space is given by contracting
the spacetime volume element (ηabcd) along the time direction,

εabc = ηabcdu
d . (1.2.3)

The totally antisymmetric pseudotensor ηabcd has η0123 = [− det(gab) ]−1/2, it is covariantly
constant and satisfies the identities ηabcdηefpq = −4!δ[a

eδb
fδc

pδd]
q. It follows that εabcua = 0,

ηabcd = 2u[aεb]cd − 2εab[cud] and εabcε
def = 3!h[a

dhb
ehc]

f . (1.2.4)

Note that ∇̃chab = 0 = ∇̃dεabc, while ḣab = 2u(aAb) and ε̇abc = 3u[aεbc]dAd (with Aa = u̇a – see
§ 1.3.1 below).

1.2.2 The gravitational field

In the general relativistic geometrical interpretation of gravity, matter determines the space-
time curvature, while the latter dictates the motion of the matter. This interaction is realised
via the Einstein field equations,

Gab ≡ Rab −
1

2
Rgab = Tab − Λgab , (1.2.5)

where Gab is the Einstein tensor, Rab = Racb
c is the spacetime Ricci tensor (with trace R), Tab

is the total energy-momentum tensor of the matter fields and Λ is the cosmological constant.
The twice contracted Bianchi identities guarantee that∇bTab = 0 and total energy-momentum
conservation.

The Ricci tensor describes the local gravitational field at each event due to matter there. The
non-local, long-range gravitational field, mediated via gravitational waves and tidal forces, is
encoded in the Weyl conformal curvature tensor Cabcd. The splitting of the gravitational field
into its local and non-local parts is given by the decomposition of the Riemann tensor,

Rabcd = Cabcd +
1

2
(gacRbd + gbdRac − gbcRad − gadRbc)−

1

6
R (gacgbd − gadgbc) , (1.2.6)

where the Weyl tensor shares all the symmetries of the Riemann tensor and is also trace-free,
Cc

acb = 0. Relative to the fundamental observers, the conformal curvature tensor decomposes
further into its irreducible parts (e.g. see [45,46])

Eab = Cacbdu
cud and Hab =

1

2
εa

cdCcdbeu
e . (1.2.7)

Then,

Cabcd = (gabqpgcdsr − ηabqpηcdsr) uqusEpr − (ηabqpgcdsr + gabqpηcdsr) uqusHpr , (1.2.8)

where gabcd = gacgbd − gadgbc. Alternatively,

Cab
cd = 4

(
u[au

[c + h[a
[c
)
Eb]

d] + 2εabeu
[cHd]e + 2u[aHb]eε

cde . (1.2.9)
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3

If we limit ourselves it could be better ”If we focus on fourth order gravity models....” in place of ”If we limit
ourselves.....”? to fourth order and we use the Gauss Bonnet theorem [30] the action above ”above
action” isn’t it? can be written as

AG =
∫

d4x
√
−g

[
Λ + c0R + c1R

2 + c2RµνRµν
]

. (6)

In situations where the metric has a high degree of symmetry, the term RµνRµν gives upon variation the
same contributions of the R2 term. In particular, in the case of homogeneous and isotropic spacetimes
a fourth order gravity action can be written as a function of the sole Ricci sclalar scalar and, as a
consequence, the most general action for fourth order gravity can be represented by Along with referee
suggestions I would write the whole previous paragraph ”In situations........represented by..” as ”Actually, in situations
where the metric has a high degree of symmetry, the term RµνRµν gives upon variation the same contributions of
the R2 term into the field equations. As matter of fact, in the case of homogeneous and isotropic spacetimes (i.e.
Friedmann-Robertson-Walker universes) a fourth order gravity action can be expressed as a function of the sole Ricci
scalar since more complicate actions will provide analogous evolution equations. Thus, the most general action for
fourth order gravity can be written as”

A =
∫

d4x
√
−g [f(R) + Lm] , (7)

where Lm represents the matter contribution. Varying the action with respect to the metric gives the
generalization of the Einstein equations:

f ′Gab = f ′
(

Rab −
1
2

gabR

)
= Tm

ab +
1
2
gab (R−Rf ′) +∇b∇af ′ − gab∇c∇cf ′ , (8)

where f = f(R), f ′ =
df(R)

dr
, and TM

µν =
2√
−g

δ(
√
−gLm)
δgµν

represents the stress energy tensor of standard matter.

These equations reduce to the standard Einstein field equations when f(R) = R. It is crucial for our purposes to be
able to write (8) in the form

Gab = T̃m
ab + TR

ab = T tot
ab , (9)

where T̃m
ab =

Tm
ab

f ′ and

TR
ab =

1
f ′

[
1
2
gab (R−Rf ′) +∇b∇af − gab∇c∇cf

]
, (10)

represent two effective “fluids”: the curvature “fluid” (associated with TR
ab) and the effective matter “fluid” (associated

with T̃m
ab). This step is important because it allows us to treat fourth order gravity as standard Einstein gravity in

the presence of two “effective” fluids. This means that once the effective thermodynamics of these fluids has been
studied, we can apply the covariant gauge invariant approach in the standard way.

The conservation properties of these effective fluids are given by the Bianchi identities T tot ;b
ab . When applied to the

total stress energy tensor, these identities reveal that if standard matter is conserved, the total fluid is also conserved
even though the curvature fluid may in general possess off–diagonal terms [12, 31, 32]. In other words, no matter how
complicated the effective stress energy tensor T tot

ab is, it will always be divergence free if Tm;b
ab = 0. When applied to

the single effective tensors, the Bianchi identities read

T̃M ;b
ab =

Tm;b
ab

f ′ − f ′′

f ′2 Tm
ab R;b , (11)

TR;b
ab =

f ′′

f ′2 T̃M
ab R;b , (12)

with the last expression being a consequence of total energy-momentum conservation. It follows that the individual
effective fluids are not conserved but exchange energy and momentum.

It is worth noting here that even if the energy-momentum tensor associated with the effective matter source is not
conserved, standard matter still follows the usual conservation equations Tm ;b

ab = 0. It is also important to stress that
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Fourth order gravity
The class of models we will consider can be derived from the 
classical action:

Varying the action with respect to the metric gives the 
following field equations:

This last step is extremely important as it allows us to 
treat 4th order gravity as standard GR in the presence 
of two effective fluids. It is this that makes using the 
covariant approach particularly straightforward. 
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covariant approach particularly straightforward. 
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In the following, angle brackets applied to a vector denote the projection of this vector on the tangent 3-spaces

V〈a〉 = ha
bVb . (15)

Instead when applied to a tensor they denote the projected, symmetric and trace free part of this object

W〈ab〉 =
[
h(a

chb)
d − 1

3hcdhab

]
Wcd . (16)

Finally the spatial curl of a variable is

(curlX)ab = ηcd〈a ∇̃cX
b〉

d (17)

where εabc = udηabcd is the spatial volume.
The general propagation equations for these kinematic variables, for any spacetime corresponds to the so called

1+3 covariant equations [34] and are given in Appendix C.

C. Effective total energy-momentum tensors

The choice of the frame also allows us to obtain an irreducible decomposition of the stress energy momentum tensor.
In a general frame and for a general tensor Tab one obtains:

Tab = µuaub + phab + 2q(aub) + πab , (18)

where µ and p are the energy density and isotropic pressure, qa is the energy flux (qa = q〈a〉) and πab is the anisotropic
pressure (πab = π〈ab〉).

This decomposition can be applied to our effective energy momentum tensors. Relative to um
a we obtain

µtot = T tot
ab uaub = µ̃m + µR , ptot =

1
3
T tot

ab hab = p̃m + pR , (19)

qtot
a = −T tot

bc hb
auc = q̃ m

a + q R
a , πtot

ab = T tot
cd hc

<ahd
b> = π̃ m

ab + π R
ab , (20)

with

µ̃m =
µm

f ′ , p̃m =
pm

f ′ , q̃ m
a =

q m
a

f ′ , π̃ m
ab =

π m
ab

f ′ . (21)

Since we assume that standard matter is a perfect fluid, q m
a and π m

ab are zero, so that the last two quantities above
also vanish.

The effective thermodynamical quantities for the curvature “fluid” are

µR =
1
f ′

[
1
2
(Rf ′ − f)−Θf ′′Ṙ + f ′′∇̃2R + f ′′ u̇b∇̃R

]
, (22)

pR =
1
f ′

[
1
2
(f −Rf ′) + f ′′R̈ + 3f ′′′Ṙ2 +

2
3
Θf ′′Ṙ− 2

3
f ′′∇̃2R+

−2
3
f ′′′∇̃aR∇̃aR− 1

3
f ′′ u̇b∇̃R

]
, (23)

qR
a = − 1

f ′

[
f ′′′Ṙ∇̃aR + f ′′∇̃aṘ− 1

3
f ′′∇̃aR

]
, (24)

πR
ab =

1
f ′

[
f ′′∇̃〈a∇̃b〉R + f ′′′∇̃〈aR∇̃b〉R + σabṘ

]
. (25)

The twice contracted Bianchi Identities lead to evolution equations for µm, µR, qR
a :

µ̇m = −Θ (µm + pm) , (26)

µ̇R + ∇̃aqR
a = −Θ (µR + pR)− 2 (u̇aqR

a )− (σabπR
b a) + µm f ′′ Ṙ

f ′2 , (27)

q̇R
〈a〉 + ∇̃apR + ∇̃bπR

ab = − 4
3 Θ qR

a − σa
b qR

b − (µR + pR) u̇a − u̇b πR
ab − ηbc

a ωb qR
c + µm f ′′ ∇̃aR

f ′2 , (28)

{Note no 
background 
contribution.

The energy-momentum tensor of the curvature “fluid” can 
be decomposed as follows:

u
a

ua
R = −∇aR

Ṙ

Taken to be the motion 
of STANDARD  matter

So one can think of this 
as a curvature “fluid” 
moving relative to  ua
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Linearisation

Exact equations valid 
in any spacetime.

Choose background 
spacetime: FRW.

Variables that vanish in 
chosen background are 
0(1) and GI.

Linearize by dropping 
all terms that are 0(2) 
and higher. 

Almost FRW model.

Θ̇ + 1
3Θ2 + σabσ
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B. Linearized equations

In the previous section we derived the exact nonlinear equations that govern the exact gravitational dynamics of
fourth order gravity relative to observers comoving with standard matter. These equations are fully covariant and
hold for any spacetime. Consequently, we can linearize these equations around any chosen background, avoiding
the need for choosing coordinates and dealing directly with physically well defined quantities, rather than metric
components [43]. These features, which are desirable in the GR case, become essential for the correct understanding
of the evolution of perturbations in fourth order gravity as well as in other kinds of alternative gravity theories [35].

In what follows we will choose a Friedamnn-Lemâıtre-Robertson-Walker (FLRW) metric as our background. We
make this choice for a number of different reasons. First of all the possibility of writing a general fourth order
Lagrangian as a simple function of the Ricci scalar is surely possible for this metric. Secondly, because most of the
work in GR perturbation theory has been performed for this background it makes a comparison of behavior of GR
and fourth order gravity more straightforward.

The Friedmann background is characterized by the vanishing of all inhomogeneous and anisotropic quantities qR
a ,πR

ab
and defines the order of the quantities appearing in the 1+3 equations and the linearization procedure. In particular,
the quantities that are zero in the background are considered first-order of in the linearization scheme. In addition,
the Stuart & Walker lemma ensures that since these quantities vanish in the background, they are automatically
gauge-invariant [36].

The cosmological equations for the background read:

Θ2 = 3µ̃m + 3µR − R̃

2
, (40)

Θ̇ + 1
3Θ2 + 1

2 (µ̃m + 3p̃m) + 1
2 (µR + 3pR) = 0 , (41)

µ̇m + Θ (µm + pm) = 0 , (42)

where µR and pR are the zero order energy density and pressure of the curvature fluid, R̃ is the 3-Ricci scalar and
R̃ = 6K/S2 with the spatial curvature index K = 0,±1.

Linearization of the exact propagation and constraint equations about this background then leads to the system:

Θ̇ + 1
3Θ2 − ∇̃aAa + 1

2 (µ̃m + 3p̃m) = − 1
2 (µR + 3pR) , (43)

ω̇a + 2Hωa + 1
2curlAa = 0 , (44)

σ̇ab + 2Hσab + Eab − ∇̃〈aAb〉 = −qR
a , (45)

Ėab + 3HEab − curlHab + 1
2 (µ̃m + p̃m)σab

= − 1
2 (µR + pR)σab − 1

2 π̇R
〈ab〉 − 1

2∇̃〈aqR
b〉 − 1

6ΘπR
ab , (46)

Ḣab + 3HHab + curlEab = 1
2curlπR

ab , (47)

∇̃bσab − curlωa − 2
3∇̃aΘ = −qR

a , (48)

curlσab + ∇̃〈aωb〉 −Hab = 0 , (49)

∇̃bEab − 1
3∇̃aµ̃m = − 1

2∇̃
bπR

ab + 1
3∇̃aµR − 1

3ΘqR
a , (50)

∇̃bHab − (µ̃m + p̃m)ωa = − 1
2curl qR

a + (µR + pR)ωa , (51)

∇̃aωa = 0 , (52)

together with the linearized conservation equations

µ̇m = −Θ (µm + pm) , (53)
∇̃apm = −(µm + pm) u̇a , (54)

µ̇R + ∇̃aqR
a = −Θ (µR + pR) + µm f ′′ Ṙ

f ′2 , (55)

q̇R
〈a〉 + ∇̃apR + ∇̃bπR

ab = − 4
3 Θ qR

a − (µR + pR) u̇a + µm f ′′ ∇̃aR

f ′2 , (56)

obtained from (26)–(29). Note that at first order the equation of the vorticity (52) is homogeneous i.e. the evolution of
the vorticity is decoupled. This will be important in the next section when we will derive the perturbations equations.
These equations provide the basis for a covariant and gauge-invariant description of perturbations of f(R) theories of
gravity.
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Propagation
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The linear gravitational equations
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Ėab + 3HEab − curlHab + 1
2 (µ̃m + p̃m)σab

= − 1
2 (µR + pR)σab − 1

2 π̇R
〈ab〉 − 1

2∇̃〈aqR
b〉 − 1

6ΘπR
ab , (46)
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{

{
Matter

Curvature

The linear conservation equations

3

If we limit ourselves it could be better ”If we focus on fourth order gravity models....” in place of ”If we limit
ourselves.....”? to fourth order and we use the Gauss Bonnet theorem [30] the action above ”above
action” isn’t it? can be written as

AG =
∫

d4x
√
−g

[
Λ + c0R + c1R

2 + c2RµνRµν
]

. (6)

In situations where the metric has a high degree of symmetry, the term RµνRµν gives upon variation the
same contributions of the R2 term. In particular, in the case of homogeneous and isotropic spacetimes
a fourth order gravity action can be written as a function of the sole Ricci sclalar scalar and, as a
consequence, the most general action for fourth order gravity can be represented by Along with referee
suggestions I would write the whole previous paragraph ”In situations........represented by..” as ”Actually, in situations
where the metric has a high degree of symmetry, the term RµνRµν gives upon variation the same contributions of
the R2 term into the field equations. As matter of fact, in the case of homogeneous and isotropic spacetimes (i.e.
Friedmann-Robertson-Walker universes) a fourth order gravity action can be expressed as a function of the sole Ricci
scalar since more complicate actions will provide analogous evolution equations. Thus, the most general action for
fourth order gravity can be written as”

A =
∫

d4x
√
−g [f(R) + Lm] , (7)

where Lm represents the matter contribution. Varying the action with respect to the metric gives the
generalization of the Einstein equations:

f ′Gab = f ′
(

Rab −
1
2

gabR

)
= Tm

ab +
1
2
gab (R−Rf ′) +∇b∇af ′ − gab∇c∇cf ′ , (8)

where f = f(R), f ′ =
df(R)

dr
, and TM

µν =
2√
−g

δ(
√
−gLm)
δgµν

represents the stress energy tensor of standard matter.

These equations reduce to the standard Einstein field equations when f(R) = R. It is crucial for our purposes to be
able to write (8) in the form

Gab = T̃m
ab + TR

ab = T tot
ab , (9)

where T̃m
ab =

Tm
ab

f ′ and

TR
ab =

1
f ′

[
1
2
gab (R−Rf ′) +∇b∇af − gab∇c∇cf

]
, (10)

represent two effective “fluids”: the curvature “fluid” (associated with TR
ab) and the effective matter “fluid” (associated

with T̃m
ab). This step is important because it allows us to treat fourth order gravity as standard Einstein gravity in

the presence of two “effective” fluids. This means that once the effective thermodynamics of these fluids has been
studied, we can apply the covariant gauge invariant approach in the standard way.

The conservation properties of these effective fluids are given by the Bianchi identities T tot ;b
ab . When applied to the

total stress energy tensor, these identities reveal that if standard matter is conserved, the total fluid is also conserved
even though the curvature fluid may in general possess off–diagonal terms [12, 31, 32]. In other words, no matter how
complicated the effective stress energy tensor T tot

ab is, it will always be divergence free if Tm;b
ab = 0. When applied to

the single effective tensors, the Bianchi identities read

T̃M ;b
ab =

Tm;b
ab

f ′ − f ′′

f ′2 Tm
ab R;b , (11)

TR;b
ab =

f ′′

f ′2 T̃M
ab R;b , (12)

with the last expression being a consequence of total energy-momentum conservation. It follows that the individual
effective fluids are not conserved but exchange energy and momentum.

It is worth noting here that even if the energy-momentum tensor associated with the effective matter source is not
conserved, standard matter still follows the usual conservation equations Tm ;b

ab = 0. It is also important to stress that

The Bianchi identities:{
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Perturbation variables
The natural set of inhomogeneity variables are:

together with:

4

read:

Θ2 = 3µ̃m + 3µR −
3R̃

2
, (17)

Θ̇ + 1
3Θ2 + 1

2 (µ̃m + 3p̃m) + 1
2 (µR + 3pR) = 0 , (18)

µ̇m + Θ (µm + pm) = 0 , (19)

where R̃ = 6K/S2 is the 3-Ricci scalar, K = 0,±1 and S is the scale factor. The structure of these equations shows
clearly that the effect of the introduction of higher order gravity on the background has a twofold nature. On one
side, higher order gravity behaves like a an additional fluid in the model. On the other, it influences the way in which
standard matter interacts gravitationally.

Following [20], we characterize scalar perturbations using the variables

∆m
a =

S2

µm
∇̃2µm , Z = S2∇̃2Θ , C = S3∇̃2R̃ , R = S2∇̃2R , # = S2∇̃aṘ , (20)

the first three variables, which are borrowed from GR, represent the scalar fluctuations in the matter energy density,
in the expansion rate (which is associated with µ̇) and in the spatial curvature. The last two represent the fluctuation
of the Ricci scalar and its momentum.

It is a relatively easy task to derive the propagation equations for these variables in a FLRW background. Their
form is Appendix B. If we focus on the evolution of scalar part of these variables, which is associated with the
spherically symmetric collapse terms, these equations become

∆̇m = wΘ∆m − (1 + w)Z , (21)

Ż =

(

Ṙf ′′

f ′
−

2Θ

3

)

Z +

[

(w − 1)(3w + 2)

2(w + 1)

µ

f ′
+

2wΘ2 + 3w(µR + 3pR)

6(w + 1)

]

∆m +
Θf ′′

f ′
# +

+

[

1

2
−

1

2

f

f ′

f ′′

f ′
−

f ′′

f ′

µ

f ′
+ ṘΘ

(

f ′′

f ′

)2

+ ṘΘ
f (3)

f ′

]

R−
w

w + 1
∇̃2∆m −

f ′′

f ′
∇̃2R , (22)

Ṙ = # −
w

w + 1
Ṙ ∆m , (23)

#̇ = −
(

Θ + 2Ṙ
f (3)

f ′′

)

# − ṘZ −
[

(3w − 1)

3

µ

f ′′
+

w

3(w + 1)
R̈

]

∆m +

−
[

1

3

f ′

f ′′
+

f (4)

f ′
Ṙ2 + ΘṘ

f (3)

f ′′
+ R̈

f (3)

f ′′
−

R

3

]

R + ∇̃2R , (24)

Ċ = k2

[

18f ′′R
S2Θf ′

−
18∆m

S2Θ

]

+ K

[

3

S2Θ
C + ∆m

(

2(w − 1)Θ

w + 1
+

6µR

Θ

)

−
6f ′′

Θf ′′
∇̃2R +

6f ′′

f ′
#+

+
6ṘΘf ′f (3) − f ′′

(

3f − 2
(

Θ2 − 3µR
)

f ′ + 6ṘΘf ′′
)

Θ(f ′)2
R



 + ∇̃2





4wS2Θ

3(w + 1)
∆m +

2S2f ′′

f ′
#−

2S2
(
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2f ′′

f ′
∇̃2R = 0 . (25)

Note that this system is made up of four first order differential equation, which means that the evolution of every
single perturbation variable is determined by a fourth order differential equation. This has a profound influence in
the dynamics of the perturbations and makes them potentially very different from what one obtains in standard GR.

Traditionally the analysis of the perturbation equations is simplified by using a harmonic decomposition. In the
1+3 formalism this can be done by developing the scalar quantities defined above using the eigenfunctions of the
Laplace-Beltrami operator [24]:

∇̃2Q = −
k2

S2
Q , (26)

4
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2
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2Ṙf ′′

f ′

)

Z − 2
µ

f ′
∆mm +

[

2ṘΘ
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1+3 formalism this can be done by developing the scalar quantities defined above using the eigenfunctions of the
Laplace-Beltrami operator [24]:

∇̃2Q = −
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S∇̃aDm
b = Σm

ab + Wm
ab +

1
3
∆mhab

9

evolution equations for the above variables:

Ḋm
a = wΘDm

a − (1 + w)Za , (65)
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ṘΘ

f ′′

f ′

)]
Ra

+∇̃2Ra , (68)
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f − 2µ + 2ṘΘf ′′ + 2

K

S2

)]
Ra +

2Θf ′′

f ′ "a −
2f ′′

f ′ ∇̃
2Ra = 0 .

(69)
The propagation equation for the variable C is
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Θf ′′ − 3Ṙf (3)

)

3f ′
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)
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Ra






+∇̃2



 4ωS2Θ
3(ω + 1)

Dm
a +

2S2f ′′

f ′ "a −
2S2

(
Θf ′′ − 3Ṙf (3)

)

3f ′ Ra



 , (70)

this equation, which is redundant, will be used in Section VI to substitute (67) because of its specific form in the long
wavelength limit [37].

B. Scalar Variables

The variables we have defined above describe the general evolution of the density perturbations and the other
scalars on a FLRW background. The phenomenon of the clustering of matter is traditionally described, however,
considering only the scalar part of these variables. This can be easily done using the local decomposition [26]

S∇̃aXa = Xab =
1
3
habX + ΣX

ab + X[ab] where ΣX
ab = X(ab) −

1
3
habX . (71)

so that the operator ∇̃a applied to the (62) and (63) extracts the scalar part of the perturbation variables. In this
way we can define the scalar quantities

∆m = S∇̃aDm
a , Z = S∇̃aZa , C = S∇̃aCa , R = S∇̃aRa , " = S∇̃a"a ΦN = S∇̃aΦN

a . (72)S∇̃aDm
b = Σm

ab + Wm
ab +

1
3
∆mhab
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which will characterize the evolution of the spherically symmetric part of the gradients (62-63). The evolution
equations for the first four of these variables are

∆̇m = wΘ∆m − (1 + w)Z , (73)

Ż =

(
Ṙf ′′

f ′ − 2Θ
3

)
Z +

[
3(w − 1)(3w + 2)

6(w + 1)
µ

f ′ +
2wΘ2 + 3w(µR + 3pR)

6(w + 1)

]
∆m +

Θf ′′

f ′ "

+

[
1
2
− 1

2
f

f ′
f ′′

f ′ −
f ′′

f ′
µ

f ′ + ṘΘ
(

f ′′

f ′

)2

+ ṘΘ
f (3)

f ′

]
R− w

w + 1
∇̃2∆m −

f ′′

f ′ ∇̃
2R , (74)

Ṙ = "− w

w + 1
Ṙ ∆m , (75)

"̇ = −
(

Θ + 2Ṙ
f (3)

f ′′

)
"− ṘZ −

[
(3w − 1)

3
µ

f ′′ + 3
w

w + 1
(pR + µR)

f ′

f ′′ +
w

3(w + 1)
Ṙ

(
Θ− 3Ṙ

f (3)

f ′′

)]
∆m

+
[
2

K

S2
−

(
1
3

f ′

f ′′ +
f (4)

f ′ Ṙ2 + Θ
f (3)

f ′ Ṙ− 2
9
Θ2 +

1
3
(µR + 3pR) + R̈

f (3)

f ′′ −
1
6

f

f ′ +
1
2
(w + 1)

µ

f ′ −
1
3
ṘΘ

f ′′

f ′

)]
R

+∇̃2R , (76)

Ċ = K2



 36f ′′R
S2

(
2Θf ′ + 3Ṙf ′′

) − 36f ′∆

S2
(
2Θf ′ + 3Ṙf ′′

)



 + K



 6f ′

S2
(
2Θf ′ + 3Ṙf ′′

)C + ∆
(

4ωΘ
ω + 1

− 4f ′Θ2 − 12f ′µR

2Θf ′ + 3Ṙf ′′

)

− 12f ′′

2Θf ′ + 3Ṙf ′′
∇̃2R+

12Θf ′′

2Θf ′ + 3Ṙf ′′
"+

12ṘΘf ′f (3) − 2f ′′
(
3f − 2

(
Θ2 − 3µR

)
f ′ + 6ṘΘf ′′

)

(
2Θf ′ + 3Ṙf ′′

)
f ′

R





+∇̃2



 4ωS2Θ
3(ω + 1)

∆ +
2S2f ′′

f ′ "−
2S2

(
Θf ′′ − 3Ṙf (3)

)

3f ′ R



 , (77)

together with the constraint

C

S2
+

(
4
3
Θ +

2Ṙf ′′

f ′

)
Z − 2

µ

f ′ ∆m +
[
2ṘΘ

f (3)

f ′ −
f ′′

f ′

(
f − 2µ + 2ṘΘf ′′

)]
R+

2Θf ′′

f ′ "− 2f ′′

f ′ ∇̃
2R = 0 . (78)

In standard GR, only the first two equations and the last one are present and the density perturbations are governed
by a second-order equation for ∆m whose independent solutions are adiabatic growing and decaying modes. The
presence of fourth order corrections introduces important changes to this picture. In fact, in this case the evolution of
the density perturbations is described by a closed fourth order differential equation which can be obtained form the
above first order equations. This follows clearly from our two effective fluids interpretation.

C. Harmonic analysis

The system (73)-(76) is a system of four partial differential equations which is far too complicated to be solved
directly. For this reason, following a standard procedure we perform an harmonic decomposition. This allows one to
reduce equations (73)-(76) to ordinary differential equations which are somewhat easier to solve.

In the covariant approach the harmonic decomposition is performed using the trace-free symmetric tensor eigen-
functions of the spatial the Laplace-Beltrami operator defined by [24]:

∇̃2Q = −k2

a2
Q , (79)

where k = 2πS/λ is the wavenumber and Q̇ = 0. Using these harmonics we can expand every first order quantity in
the equations above [? ],

X(t,x) =
∑

X(k)(t) Q(k)(x) (80)
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∇̃2R+

12Θf ′′

2Θf ′ + 3Ṙf ′′
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)]
R+

2Θf ′′

f ′ "− 2f ′′

f ′ ∇̃
2R = 0 . (78)

In standard GR, only the first two equations and the last one are present and the density perturbations are governed
by a second-order equation for ∆m whose independent solutions are adiabatic growing and decaying modes. The
presence of fourth order corrections introduces important changes to this picture. In fact, in this case the evolution of
the density perturbations is described by a closed fourth order differential equation which can be obtained form the
above first order equations. This follows clearly from our two effective fluids interpretation.

C. Harmonic analysis

The system (73)-(76) is a system of four partial differential equations which is far too complicated to be solved
directly. For this reason, following a standard procedure we perform an harmonic decomposition. This allows one to
reduce equations (73)-(76) to ordinary differential equations which are somewhat easier to solve.

In the covariant approach the harmonic decomposition is performed using the trace-free symmetric tensor eigen-
functions of the spatial the Laplace-Beltrami operator defined by [24]:

∇̃2Q = −k2

a2
Q , (79)

where k = 2πS/λ is the wavenumber and Q̇ = 0. Using these harmonics we can expand every first order quantity in
the equations above [? ],

X(t,x) =
∑

X(k)(t) Q(k)(x) (80)

10

which will characterize the evolution of the spherically symmetric part of the gradients (62-63). The evolution
equations for the first four of these variables are

∆̇m = wΘ∆m − (1 + w)Z , (73)

Ż =

(
Ṙf ′′

f ′ − 2Θ
3

)
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together with the constraint

C

S2
+

(
4
3
Θ +
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In standard GR, only the first two equations and the last one are present and the density perturbations are governed
by a second-order equation for ∆m whose independent solutions are adiabatic growing and decaying modes. The
presence of fourth order corrections introduces important changes to this picture. In fact, in this case the evolution of
the density perturbations is described by a closed fourth order differential equation which can be obtained form the
above first order equations. This follows clearly from our two effective fluids interpretation.

C. Harmonic analysis

The system (73)-(76) is a system of four partial differential equations which is far too complicated to be solved
directly. For this reason, following a standard procedure we perform an harmonic decomposition. This allows one to
reduce equations (73)-(76) to ordinary differential equations which are somewhat easier to solve.

In the covariant approach the harmonic decomposition is performed using the trace-free symmetric tensor eigen-
functions of the spatial the Laplace-Beltrami operator defined by [24]:

∇̃2Q = −k2

a2
Q , (79)
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by a second-order equation for ∆m whose independent solutions are adiabatic growing and decaying modes. The
presence of fourth order corrections introduces important changes to this picture. In fact, in this case the evolution of
the density perturbations is described by a closed fourth order differential equation which can be obtained form the
above first order equations. This follows clearly from our two effective fluids interpretation.

C. Harmonic analysis

The system (73)-(76) is a system of four partial differential equations which is far too complicated to be solved
directly. For this reason, following a standard procedure we perform an harmonic decomposition. This allows one to
reduce equations (73)-(76) to ordinary differential equations which are somewhat easier to solve.

In the covariant approach the harmonic decomposition is performed using the trace-free symmetric tensor eigen-
functions of the spatial the Laplace-Beltrami operator defined by [24]:

∇̃2Q = −k2
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Q , (79)

where k = 2πS/λ is the wavenumber and Q̇ = 0. Using these harmonics we can expand every first order quantity in
the equations above [? ],

X(t,x) =
∑

X(k)(t) Q(k)(x) (80)

Perturbation equations
Scalar perturbations governed by the 4th order system:
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But how do we solve 
these equations.......
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Extension of General Relativity

Dynamical System Approach to FOG

Scalar Perturbations in FOG

Summary and Conclusion

The case f (R) = Rn

The Dynamical Systems approach to FOG
The case f (R) = Rn

In this model we have

A =

∫
d4x

√
−g [χRn + LM ] ,

where χ = 1 for n = 1.

Point Coordinates (x, y, z) Scale Factor

A [0, 0, 0] a = a0(t − t0)
B [−1, 0, 0] a = a0(t − t0)1/2 (only for n = 3/2)

C
[
2(n−2)
2n−1 , 4n−5

2n−1 , 0
]

a = a0 t
(1−n)(2n−1)

n−2

D [2(1− n), 2(n − 1)2, 0]

{
a = kt

2n2−2n−1
if k "= 0

a = a0t if k = 0

E [−1− 3ω, 0,−1− 3ω] a = a0(t − t0)
F [1− 3ω, 0, 2− 3ω] a = a0(t − t0)1/2 (only for n = 3/2)

G
[
− 3(n−1)(1+ω)

n , (n−1)[4n−3(ω+1)]

2n2
,

n(13+9ω)−2n2(4+3ω)−3(1+ω)

2n2

]
a = a0 t

2n
3(1+ω)

S Carloni Cosmology in Fourth Order Gravity

C

G

S = S0t
(1−n)(2n−1)

n−2

S = S0t
2n

3(1+w)

A simple example:      gravityRn

1.36<n<1.5
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The dynamical systems approach

Some remarks on the dynamical systems approach to fourth order gravity 5

to other types of Lagrangians [29], and very recently this scheme was generalized in
[24]. In this paper we give a self consistent general technique that allows us to perform
a dynamical system analysis of any analytic fourth order theory of gravity in the case
of the FLRW spacetime.

The first step in the implementation of the Dynamical System Approach (DSA) is
the definition of the variables. Following [21], we introduce the general dimensionless
I changed µ with µm variables :

x =
ḟ ′

f ′H
, y =

R

6H2
, z =

f

6f ′H2
,

Ω =
µm

3f ′H2
, K =

k

a2H2
,

(12)

where µm represents the energy density of a perfect fluid that might be present in the
model ‖.

The cosmological equations (9) are equivalent to the autonomous system :
dx

dN = −x2 + (K + y + 1)x + 2K + 2z + Ω(−3w − 1) + 2,

dy

dN = 2y2 + (2K + xq + 4)y,

dz

dN = (2K − x + 2y + 4)z + xyq,

dΩ
dN = Ω(2K − x + 2y − 3w + 1),

dK

dN = 2K2 + (2y + 2)K,

(13)

where N = ln a is the logarithmic time. In addition we have the constraint equation

1 = −K − x− y + z + Ω , (14)

which can be used to reduce the dimension of the system. If one chooses to eliminate
K, the variable associated with the spatial curvature, we obtain

dx

dN = − 2x2 + (z − 2)x− 2y + 4z + Ω(x− 3w + 1),

dy

dN = y[2Ω + 2(z + 1) + x(q− 2)], (15)

dz

dN = 2z2 + (2Ω− 3x + 2)z + xyq,

dΩ
dN = Ω (2Ω− 3x + 2z − 3w − 1),

K = z + Ω− x− y − 1 .

The quantity q Sante fixed everything in the term of f ’ is defined, in analogy with [24],
as

q ≡
(

d log F

d log R

)−1

=
f ′

Rf ′′
. (16)

‖ In what follows we will consider only models containing a single fluid. The generalization to a
multi–fluid case is trivial: one has just to add a new variable Ω for each new type of fluid. This has
the consequence of increasing the number of dynamical equations and therefore, the dimension of the
phase space. However, since this generalization does not really add to the conceptual problem (at
least in terms of a local analysis), we will only consider a single fluid here.
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set of equations

Some remarks on the dynamical systems approach to fourth order gravity 5

3. The dynamical system approach in fourth order gravity theories

Following early attempts (see for example [29]), the first extensive analysis of
cosmologies based on fourth order gravity theory using the DSA as defined in [24]
was given in [22]. Here the phase space of the power law model f(R) = χRn

was investigated in great detail and exact solutions were found and their stability
determined. Following this, several authors have applied a similar approach to other
types of Lagrangians [30], and very recently this scheme was generalized in [25]. In
this paper we give a self consistent general technique that allows us to perform a
dynamical system analysis of any analytic fourth order theory of gravity in the case
of the FLRW spacetime.

The first step in the implementation of the Dynamical System Approach is the
definition of the variables. Following [22], we introduce the general dimensionless
variables :

x =
ḟ ′

f ′H
, y =

R

6H2
, z =

f

6f ′H2
,

Ω =
µm

3f ′H2
, K =

k

a2H2
,

(13)

where µm represents the energy density of a perfect fluid that might be present in the
model ‖.

The cosmological equations (10) are equivalent to the autonomous system :
dx

dN
= ε (2K + 2z − x2 + (K + y + 1)x) + Ωε (−3w − 1) + 2,

dy

dN
= yε (2y + 2K + xq + 4),

dz

dN
= zε (2K − x + 2y + 4) + xε yq,

dΩ
dN

= Ωε (2K − x + 2y − 3w + 1),

dK

dN
= Kε (2K + 2y + 2),

(14)

where N = | ln a| is the logarithmic time and ε = |H|/H. In addition, we have the
constraint equation

1 = −K − x− y + z + Ω , (15)

which can be used to reduce the dimension of the system. If one chooses to eliminate
K, the variable associated with the spatial curvature, we obtain

dx

dN
= ε (4z − 2x2 + (z − 2)x− 2y) + Ωε (x− 3w + 1),

dy

dN
= yε [2Ω + 2(z + 1) + x(q− 2)], (16)

‖ In what follows we will consider only models containing a single fluid with a generic barotropic
index. This might be problematic in treating the dust case because the condition w = 0 might lead to
additional fixed points. This issue has been checked in our calculations and no change in the number
of fixed points has been found. In addition, the generalization to a multi–fluid case is trivial: one has
just to add a new variable Ω for each new type of fluid. This has the consequence of increasing the
number of dynamical equations and therefore, the dimension of the phase space. However, since this
generalization does not really add anything to the conceptual problem (at least in terms of a local
analysis).

Constraint
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•Carloni, Dunsby Capozziello, Troisi (CQG, 2005)
•Amendola et. al. (PRD, 2007)
•Carloni, Dunsby, Troisi (GRG, 2009)
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Large-scale density perturbations

13

effective matter energy density take the form:

Θ =
2n

t(ω + 1)
, (95)

R =
4n[4n− 3(ω + 1)]

3t2(ω + 1)2
, (96)

µR =
2(n− 1)[2n(3ω + 5)− 3(ω + 1)]

3t2(ω + 1)2
, (97)

pR =
2(n− 1)

[
n

(
6ω2 + 8ω − 2

)
− 3ω(ω + 1)

]

3t2(ω + 1)2
, (98)

µ =
(

3
4

)1−n

nχ

(
n(4n− 3(ω + 1))

t2(ω + 1)2

)n−1 4n2 − 2(n− 1)[2n(3ω + 5)− 3(ω + 1)]
3(ω + 1)2t2

. (99)

Substituting in the equations given above and passing to the long wavelength limit we obtain

∆̇m =
[
− 2n

w + 1
− 6(n− 1)n

n + 3(n− 1)w − 3
+ 1

]
∆m

t
− 3(w + 1)2

4S2
0 [n + 3(n− 1)w − 3]

C0 t1−
4n

3(w+1)

+
3(n− 1)(w + 1)2[n(6w + 8)− 15(w + 1)]

4[n + 3(n− 1)w − 3][4n− 3(w + 1)]
R t− 9(n− 1)(w + 1)3t2

4[n + 3(n− 1)w − 3][4n− 3(w + 1)]
" t2 , (100)

Ṙ = "+
8nw(4n− 3(w + 1))

3(w + 1)3
∆m

t3
, (101)

"̇ =
2n(4n− 3w − 3)

(w + 1)(n + 3(n− 1)w − 3)
C0

S2
0

t−
4n

3(w+1)−2 + 2
(

3n(n− 1)
n + 3(n− 1)w − 3

− n

w + 1
+ 2n− 4

)
"
t

+2
(
− 9n(n− 2)(n− 1)

n + 3(n− 1)w − 3
− 2n2 + 7n +

3n2(9n− 26) + 57
9(w + 1)(n− 1)

+
8n2(n− 2)

9(w + 1)2(n− 1)
− 6

)
R
t2

(102)

+
16n(4n + 3(n− 1)w − 3)(4n− 3(w + 1))

(
(9w(w + 1) + 8)n2 − (3w(9w + 8) + 13)n + 3(w + 1)(6w + 1)

)

27(n− 1)(w + 1)4(n + 3(n− 1)w − 3)
t4 ∆m ,

where C0 is the conserved value for the quantity C. The evolution of density perturbations can then be decoupled
via the third order equation

(n− 1)
...
∆m − (n− 1)

(
4nω

ω + 1
− 5

)
∆̈m

t
+D1(n, w)

∆̇m

t2
+D2(n, w)

∆m

t3
+D3(n, w) C0 t−

4n
3(ω+1)−1 = 0 (103)

where

D1(n) = −
2

(
−9(2(n− 1)n + 1)ω2 + 6n(n(4n− 7) + 1)ω + 18ω + n(4n(8n− 19) + 33) + 9

)

9(ω + 1)2
(104)

D2(n) =
2((2n− 1)ω − 1)(4n− 3(ω + 1))(3(ω + 1) + n(−9ω + n(6ω + 8)− 13))

9(ω + 1)3
(105)

D3(n) = −n(21ω − 6n(ω + 2) + 31)− 18(ω + 1)
6S2

0

(106)

This equation admits the general solution

∆m = K1t
2nω
ω+1−1 + K2t

α+ + K3t
α− −K4

C0

S2
0

t2−
4n

3(ω+1) , (107)

where

α± = −1
2

+
nω

ω + 1
±

√
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. (109)
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Substituting in the equations given above and passing to the long wavelength limit we obtain
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where C0 is the conserved value for the quantity C. The evolution of density perturbations can then be decoupled
via the third order equation
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After some calculation we find that large-scale density 
perturbations evolve according to the following 3rd order equation:

14

Let us now focus on the case of dust (w = 0). The above solution becomes

∆m = K1t
−1 + K2t

α+|w=0 + K3t
α−|w=0 −K4

C0

S2
0

t2−
4n
3 , (110)

where

α±|w=0 = −1
2
±

√
(n− 1)(n(32n(8n− 19) + 417)− 81)

6(n− 1)
, (111)

K4|w=0 =
9(n(12n− 31) + 18)

8(4n− 9) (12n3 − 19n2 − 3n + 9)
. (112)

A graphical representation of the behavior of the exponent of the modes in (110) as n changes is given in Figure 1.
This solution has many interesting features. For 0.33 < n < 0.71 and 1 < n < 1.32 [? ] the modes tα±|w=0 become
oscillatory. However since the real part of the exponents α±|w=0 is always negative the oscillation are damped and
bound to become subdominant at late times. The appearance of this kind of modes is not associated with any
peculiar behavior of the thermodynamic quantities in the background i.e. none of the energy condition are violated
for the values of n which are associated with the oscillations. The nature of these oscillations is then an higher order
phenomenon. Here we will not undertake a detailed investigation of the origin of these modes, such a study will be
left for a future work. Also, for most of the values of n the perturbations grow faster in Rn-gravity than in GR. In
fact only for 1.32 ≤ n < 1.43 all the modes grow with a rate slower than t2/3.

Probably the most striking feature of the solutions (110) and (107) is that the long wavelength perturbations grow
for every value of n, even if the universe is in a state of accelerated expansion (see Figure 1). This is somehow expected
from the fact that in [12] the fixed point representing our background is unstable for every value of the parameters.
However, the consequence of this feature is quite impressive because it implies that in Rn gravity large scale structures
can in principle also be formed in accelerating backgrounds. This is not possible in General Relativity, where it is
well known that as soon as the deceleration parameter becomes positive the modes of the ∆ solutions (or density
contrast) are both decreasing. The suppression of perturbations due to the presence of classical forms of Dark Energy
(DE) is one of the most important sources of constraints on the nature of DE itself. Our example shows that if one
considers DE as a manifestation of the non-Einsteinian nature of the gravitational interaction on large scales, there
is the possibility to have an accelerated expanding background that is compatible with the growth of structures. Of
course, in order to better understand this effect, one should also analyze the evolution of perturbations on small scales.
However this analysis is beyond the scope of this paper and it is left to left to a future, more detailed investigation.

In the limit n→ 1 two of the modes of (107) reproduce the two classical modes t2/3 and t−1 typical of GR, but the
other two diverge. At first glance this might be surprising but it does not represent a real pathology of the model. In
fact equation (103) reduces to a first order differential equation when n = 1. Therefore in this case the two modes in
the solution can be discarded and GR is recovered.

From the system (100) we can also obtain the solution for the other scalars:

R = K5t
2nw
w+1−3 + K6t

β+ + K7t
β− −K8

C0

S2
0

t−
4n

3(w+1) (113)

$ = K9t
2nw
w+1−1 + K10t

γ+ + K11t
γ− −K12

C0

S2
0

t−
4n

3(w+1)−1 (114)

where

β± = α± − 2 , (115)
γ± = α± − 3 (116)

and the constants K5, ..K12 are all functions of K1, ..K4. These expressions are rather complicated and will not be
given here. It is interesting that these quantities have an oscillatory behavior for the same values of n for which ∆m

is oscillating. Also for these quantities the oscillating modes are always decreasing.
Finally it is useful to derive and expression for the Newtonian potential ΦN given in (64) which for our background

takes the form

ΦN =
4nS2

0K1t
2wn
w+1+ 4n

3(w+1)−3

3(w + 1)2
+

4n (2nw − (w + 1)α−) S2
0K2t

4n
3(w+1)+β−

3(w + 1)3

+
4n (2nω − (w + 1)α+) S2

0K3t
4n

3(w+1)+β+

3(w + 1)3
+

9(w + 1)3 − 16n(2n + 3(n− 1)w − 3)K4

18(ω + 1)3
C0 . (117)
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Large-scale density perturbations

13
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Substituting in the equations given above and passing to the long wavelength limit we obtain
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where C0 is the conserved value for the quantity C. The evolution of density perturbations can then be decoupled
via the third order equation
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other two diverge. At first glance this might be surprising but it does not represent a real pathology of the model. In
fact equation (103) reduces to a first order differential equation when n = 1. Therefore in this case the two modes in
the solution can be discarded and GR is recovered.

From the system (100) we can also obtain the solution for the other scalars:
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where

β± = α± − 2 , (115)
γ± = α± − 3 (116)

and the constants K5, ..K12 are all functions of K1, ..K4. These expressions are rather complicated and will not be
given here. It is interesting that these quantities have an oscillatory behavior for the same values of n for which ∆m

is oscillating. Also for these quantities the oscillating modes are always decreasing.
Finally it is useful to derive and expression for the Newtonian potential ΦN given in (64) which for our background

takes the form
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A graphical representation of the behavior of the exponent of the modes in (110) as n changes is given in Figure 1.
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for the values of n which are associated with the oscillations. The nature of these oscillations is then an higher order
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Nontrivial dependence on n
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Large-scale density perturbations

13

effective matter energy density take the form:

Θ =
2n

t(ω + 1)
, (95)

R =
4n[4n− 3(ω + 1)]

3t2(ω + 1)2
, (96)

µR =
2(n− 1)[2n(3ω + 5)− 3(ω + 1)]

3t2(ω + 1)2
, (97)

pR =
2(n− 1)

[
n

(
6ω2 + 8ω − 2

)
− 3ω(ω + 1)

]

3t2(ω + 1)2
, (98)

µ =
(

3
4

)1−n

nχ

(
n(4n− 3(ω + 1))

t2(ω + 1)2

)n−1 4n2 − 2(n− 1)[2n(3ω + 5)− 3(ω + 1)]
3(ω + 1)2t2

. (99)

Substituting in the equations given above and passing to the long wavelength limit we obtain

∆̇m =
[
− 2n

w + 1
− 6(n− 1)n

n + 3(n− 1)w − 3
+ 1

]
∆m
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− 3(w + 1)2

4S2
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C0 t1−
4n

3(w+1)
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3(n− 1)(w + 1)2[n(6w + 8)− 15(w + 1)]

4[n + 3(n− 1)w − 3][4n− 3(w + 1)]
R t− 9(n− 1)(w + 1)3t2

4[n + 3(n− 1)w − 3][4n− 3(w + 1)]
" t2 , (100)

Ṙ = "+
8nw(4n− 3(w + 1))

3(w + 1)3
∆m

t3
, (101)

"̇ =
2n(4n− 3w − 3)

(w + 1)(n + 3(n− 1)w − 3)
C0

S2
0

t−
4n

3(w+1)−2 + 2
(

3n(n− 1)
n + 3(n− 1)w − 3

− n

w + 1
+ 2n− 4

)
"
t

+2
(
− 9n(n− 2)(n− 1)

n + 3(n− 1)w − 3
− 2n2 + 7n +

3n2(9n− 26) + 57
9(w + 1)(n− 1)

+
8n2(n− 2)

9(w + 1)2(n− 1)
− 6

)
R
t2

(102)

+
16n(4n + 3(n− 1)w − 3)(4n− 3(w + 1))

(
(9w(w + 1) + 8)n2 − (3w(9w + 8) + 13)n + 3(w + 1)(6w + 1)

)

27(n− 1)(w + 1)4(n + 3(n− 1)w − 3)
t4 ∆m ,

where C0 is the conserved value for the quantity C. The evolution of density perturbations can then be decoupled
via the third order equation

(n− 1)
...
∆m − (n− 1)

(
4nω

ω + 1
− 5

)
∆̈m

t
+D1(n, w)

∆̇m

t2
+D2(n, w)

∆m

t3
+D3(n, w) C0 t−

4n
3(ω+1)−1 = 0 (103)

where

D1(n) = −
2

(
−9(2(n− 1)n + 1)ω2 + 6n(n(4n− 7) + 1)ω + 18ω + n(4n(8n− 19) + 33) + 9

)

9(ω + 1)2
(104)

D2(n) =
2((2n− 1)ω − 1)(4n− 3(ω + 1))(3(ω + 1) + n(−9ω + n(6ω + 8)− 13))

9(ω + 1)3
(105)

D3(n) = −n(21ω − 6n(ω + 2) + 31)− 18(ω + 1)
6S2

0

(106)

This equation admits the general solution

∆m = K1t
2nω
ω+1−1 + K2t

α+ + K3t
α− −K4

C0

S2
0

t2−
4n

3(ω+1) , (107)

where

α± = −1
2

+
nω

ω + 1
±

√
(n− 1) (4(3ω + 8)2n3 − 4(3ω(18ω + 55) + 152)n2 + 3(ω + 1)(87ω + 139)n− 81(ω + 1))

6(n− 1)(ω + 1)2

(108)

K4 =
9(ω + 1)3(18(ω + 1) + n(−21ω + 6n(ω + 2)− 31))

8(n(6ω + 4)− 9(ω + 1)) (6(ω + 2)n3 − (9ω + 19)n2 − 3(ω + 1)(3ω + 1)n + 9(ω + 1)2)
. (109)
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After some calculation we find that large-scale density 
perturbations evolve according to the following 3rd order equation:
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Let us now focus on the case of dust (w = 0). The above solution becomes

∆m = K1t
−1 + K2t

α+|w=0 + K3t
α−|w=0 −K4

C0

S2
0

t2−
4n
3 , (110)

where

α±|w=0 = −1
2
±

√
(n− 1)(n(32n(8n− 19) + 417)− 81)

6(n− 1)
, (111)

K4|w=0 =
9(n(12n− 31) + 18)

8(4n− 9) (12n3 − 19n2 − 3n + 9)
. (112)

A graphical representation of the behavior of the exponent of the modes in (110) as n changes is given in Figure 1.
This solution has many interesting features. For 0.33 < n < 0.71 and 1 < n < 1.32 [? ] the modes tα±|w=0 become
oscillatory. However since the real part of the exponents α±|w=0 is always negative the oscillation are damped and
bound to become subdominant at late times. The appearance of this kind of modes is not associated with any
peculiar behavior of the thermodynamic quantities in the background i.e. none of the energy condition are violated
for the values of n which are associated with the oscillations. The nature of these oscillations is then an higher order
phenomenon. Here we will not undertake a detailed investigation of the origin of these modes, such a study will be
left for a future work. Also, for most of the values of n the perturbations grow faster in Rn-gravity than in GR. In
fact only for 1.32 ≤ n < 1.43 all the modes grow with a rate slower than t2/3.

Probably the most striking feature of the solutions (110) and (107) is that the long wavelength perturbations grow
for every value of n, even if the universe is in a state of accelerated expansion (see Figure 1). This is somehow expected
from the fact that in [12] the fixed point representing our background is unstable for every value of the parameters.
However, the consequence of this feature is quite impressive because it implies that in Rn gravity large scale structures
can in principle also be formed in accelerating backgrounds. This is not possible in General Relativity, where it is
well known that as soon as the deceleration parameter becomes positive the modes of the ∆ solutions (or density
contrast) are both decreasing. The suppression of perturbations due to the presence of classical forms of Dark Energy
(DE) is one of the most important sources of constraints on the nature of DE itself. Our example shows that if one
considers DE as a manifestation of the non-Einsteinian nature of the gravitational interaction on large scales, there
is the possibility to have an accelerated expanding background that is compatible with the growth of structures. Of
course, in order to better understand this effect, one should also analyze the evolution of perturbations on small scales.
However this analysis is beyond the scope of this paper and it is left to left to a future, more detailed investigation.

In the limit n→ 1 two of the modes of (107) reproduce the two classical modes t2/3 and t−1 typical of GR, but the
other two diverge. At first glance this might be surprising but it does not represent a real pathology of the model. In
fact equation (103) reduces to a first order differential equation when n = 1. Therefore in this case the two modes in
the solution can be discarded and GR is recovered.

From the system (100) we can also obtain the solution for the other scalars:

R = K5t
2nw
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β+ + K7t
β− −K8
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3(w+1)−1 (114)

where

β± = α± − 2 , (115)
γ± = α± − 3 (116)

and the constants K5, ..K12 are all functions of K1, ..K4. These expressions are rather complicated and will not be
given here. It is interesting that these quantities have an oscillatory behavior for the same values of n for which ∆m

is oscillating. Also for these quantities the oscillating modes are always decreasing.
Finally it is useful to derive and expression for the Newtonian potential ΦN given in (64) which for our background

takes the form

ΦN =
4nS2

0K1t
2wn
w+1+ 4n
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C0 . (117)
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Nontrivial dependence on n
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The long wavelength perturbations grow for all 
values of n, even for an accelerated background!
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This quantity tells us how the fluctuations of matter depend on 
the wave number  at a specific time and carries information on 
the amplitude of the perturbations on a given scale.

The Matter Power Spectrum

〈∆m(k1)∆m(k2)〉 = P (k1)δ(k1 + k2)

An important quantity to characterized the small scale 
perturbations in the power spectrum 

In GR the power spectrum on large scales is constant, while on 
small scales it is suppressed depending on the nature of the 
cosmological fluid(s).

The case of pure dust is special: perturbations are scale invariant.
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The Power Spectrum for Rn-gravity (n>1)

log10 k

log10 P (k) n = 1.1
n = 1.2

n = 1.3

n = 1.4

n = 1.5

n = 1.6
n = 1.7

On large and small scales the spectrum is scale-invariant.
Oscillations can occur around a specific 
value of k depending on the parameter “n”.
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The Power Spectrum for Rn-gravity (n>1)

log10 k

log10 P (k) n = 1.1
n = 1.2

n = 1.3

n = 1.4

n = 1.5

n = 1.6
n = 1.7

On large and small scales the spectrum is scale-invariant.
Oscillations can occur around a specific 
value of k depending on the parameter “n”.

The effect of fourth order 
gravity is therefore evident only 
around a specific value of k.
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Is this result general?

IF verified, this result would constitute a 
clear and relatively easy way to probe
fourth order gravity on cosmological scales.

✴The k-structure of the perturbation equations is independent   
of the theory of gravity,

✴The interaction between fourth order gravity and matter is 
peaked at certain specific scales and becomes k-independent 
on large and small scales.

✴ WORK IN PROGRESS with other models.

✴ PROBLEM: we don’t really know much about their background. 

We don’t know 
(yet), BUT....
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✴ 1+3 spacetime split adopted to perturbations of 
cosmological backgrounds.

✴ Many astrophysical systems have high degree of 
symmetry.

✴ This suggests further decomposition of the 3 spatial 
degrees of freedom relative to preferred spatial vector.

✴ We end up with a “1+1+2” split of spacetime.

✴ This provides an excellent framework for studying 
spherically symmetric (SS) spacetimes and their 
perturbations.

Extending 1+3 to 1+1+2
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In Sec. II we discuss the 1+1+2 approach in full generality, and then in Sec. III we discuss the perturbation
procedure for LRS spacetimes, before sumarising in Sec. IV.

II. FORMALISM

In the 1+3 approach, a timelike threading vector field ua (uaua = −1) is introduced, representing the observers’
congruence. Given this vector field, the projection tensor h b

a = g b
a + uaub is introduced, which projects all vectors

and tensors orthogonal to ua. Using hab, any 4-vector may be split into a (1+3 scalar) part parallel to ua and a
(3-vector) part orthogonal to ua. Any second rank tensor may be covariantly and irreducibly split into scalar, vector
andprojected, symmetric, trace-free (PSTF) 3-tensor parts, which requires the alternating tensor εabc = udηdabc [1].
Tensors of higher rank may be similarly split, but are rarely used (an important exception being cosmic microwave
background physics [14, 15]). These are the fundamental quantities describing the spacetime, after the introduction
of ua.

We now introduce another vector field and perform another split, but this time of the 1+3 equations. The ‘1+1+2’
decomposition we develop here has been partially studied before, mostly in the context of symmetries of solutions of
the EFE [5, 16]. It was introduced by [3] and further developed in [4, 8, 11, 12, 13]. However, there are importances
differences with the work presented here. In the following we assume the 1+3 covariant split of the equations (as
given in [1], for example), with all tensors split into scalars, vectors and PSTF tensors with respect to ua.

Take a unit vector na orthogonal to ua: nana = 1, uana = 0, and define the projection tensor

N b
a ≡ h b

a − nanb = g b
a + uaub − nanb, (2)

which projects vectors orthogonal to na (and ua): naNab = 0 = uaNab, onto 2-surfaces (N a
a = 2) which we refer to

as the sheet. This is also the screen space of the null vector ka ∝ ua + na.
Any 3-vector ψa can now be irreducibly split into a scalar, Ψ, which is the part of the vector parallel to na, and a

vector, Ψa, lying in the sheet orthogonal to na;

ψa = Ψna + Ψa, where Ψ ≡ ψana, and Ψa ≡ Nabψb ≡ ψā, (3)

where we use a bar over an index to denote projection with Nab on that index. Similarly, any PSTF tensor, ψab, can
now be split into scalar, vector and tensor (which are PSTF with respect to na) parts:

ψab = ψ〈ab〉 = Ψ
(
nanb −

1
2Nab

)
+ 2Ψ(anb) + Ψab, (4)

where

Ψ ≡ nanbψab = −Nabψab,

Ψa ≡ N b
a ncψbc = Ψā,

Ψab ≡ ψ{ab} ≡
(
N c

(a N d
b) − 1

2NabN
cd

)
ψcd. (5)

We use curly brackets to denote the PSTF with respect to na part of a tensor. Note that for 2nd-rank tensors in the
1+1+2 formalism ‘PSTF’ is precisely equivalent to ‘transverse-traceless’. Note also that h{ab} = 0, N〈ab〉 = −n〈anb〉 =
Nab −

2
3hab.

We also define the alternating Levi-Civita 2-tensor

εab ≡ εabcn
c = udηdabcn

c, (6)

so that εabn
b = 0 = ε(ab), and

εabc = naεbc − nbεac + ncεab, (7)

εabε
cd = N c

a N d
b − N d

a N c
b , (8)

ε c
a εbc = Nab, εabεab = 2. (9)

Note that for a 2-vector Ψa, εab may be used to form a vector orthogonal to Ψa but of the same length.
With these definitions we may split any object into scalars, 2-vectors in the sheet, and transverse-traceless 2-

tensors, also defined in the sheet. These three types of objects are the only objects which appear, after a complete
decomposition. Hereafter, we will assume such a split has been made, and ‘vector’ will generally refer to a vector
projected orthogonal to ua and na, and ‘tensor’ will generally mean transverse-traceless tensor, defined by Eq. (5).
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Projection tensor
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procedure for LRS spacetimes, before sumarising in Sec. IV.

II. FORMALISM

In the 1+3 approach, a timelike threading vector field ua (uaua = −1) is introduced, representing the observers’
congruence. Given this vector field, the projection tensor h b

a = g b
a + uaub is introduced, which projects all vectors

and tensors orthogonal to ua. Using hab, any 4-vector may be split into a (1+3 scalar) part parallel to ua and a
(3-vector) part orthogonal to ua. Any second rank tensor may be covariantly and irreducibly split into scalar, vector
andprojected, symmetric, trace-free (PSTF) 3-tensor parts, which requires the alternating tensor εabc = udηdabc [1].
Tensors of higher rank may be similarly split, but are rarely used (an important exception being cosmic microwave
background physics [14, 15]). These are the fundamental quantities describing the spacetime, after the introduction
of ua.

We now introduce another vector field and perform another split, but this time of the 1+3 equations. The ‘1+1+2’
decomposition we develop here has been partially studied before, mostly in the context of symmetries of solutions of
the EFE [5, 16]. It was introduced by [3] and further developed in [4, 8, 11, 12, 13]. However, there are importances
differences with the work presented here. In the following we assume the 1+3 covariant split of the equations (as
given in [1], for example), with all tensors split into scalars, vectors and PSTF tensors with respect to ua.

Take a unit vector na orthogonal to ua: nana = 1, uana = 0, and define the projection tensor

N b
a ≡ h b

a − nanb = g b
a + uaub − nanb, (2)

which projects vectors orthogonal to na (and ua): naNab = 0 = uaNab, onto 2-surfaces (N a
a = 2) which we refer to

as the sheet. This is also the screen space of the null vector ka ∝ ua + na.
Any 3-vector ψa can now be irreducibly split into a scalar, Ψ, which is the part of the vector parallel to na, and a

vector, Ψa, lying in the sheet orthogonal to na;

ψa = Ψna + Ψa, where Ψ ≡ ψana, and Ψa ≡ Nabψb ≡ ψā, (3)

where we use a bar over an index to denote projection with Nab on that index. Similarly, any PSTF tensor, ψab, can
now be split into scalar, vector and tensor (which are PSTF with respect to na) parts:

ψab = ψ〈ab〉 = Ψ
(
nanb −

1
2Nab

)
+ 2Ψ(anb) + Ψab, (4)

where

Ψ ≡ nanbψab = −Nabψab,

Ψa ≡ N b
a ncψbc = Ψā,

Ψab ≡ ψ{ab} ≡
(
N c

(a N d
b) − 1

2NabN
cd

)
ψcd. (5)

We use curly brackets to denote the PSTF with respect to na part of a tensor. Note that for 2nd-rank tensors in the
1+1+2 formalism ‘PSTF’ is precisely equivalent to ‘transverse-traceless’. Note also that h{ab} = 0, N〈ab〉 = −n〈anb〉 =
Nab −

2
3hab.

We also define the alternating Levi-Civita 2-tensor

εab ≡ εabcn
c = udηdabcn

c, (6)

so that εabn
b = 0 = ε(ab), and

εabc = naεbc − nbεac + ncεab, (7)

εabε
cd = N c

a N d
b − N d

a N c
b , (8)

ε c
a εbc = Nab, εabεab = 2. (9)

Note that for a 2-vector Ψa, εab may be used to form a vector orthogonal to Ψa but of the same length.
With these definitions we may split any object into scalars, 2-vectors in the sheet, and transverse-traceless 2-

tensors, also defined in the sheet. These three types of objects are the only objects which appear, after a complete
decomposition. Hereafter, we will assume such a split has been made, and ‘vector’ will generally refer to a vector
projected orthogonal to ua and na, and ‘tensor’ will generally mean transverse-traceless tensor, defined by Eq. (5).
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decomposition we develop here has been partially studied before, mostly in the context of symmetries of solutions of
the EFE [5, 16]. It was introduced by [3] and further developed in [4, 8, 11, 12, 13]. However, there are importances
differences with the work presented here. In the following we assume the 1+3 covariant split of the equations (as
given in [1], for example), with all tensors split into scalars, vectors and PSTF tensors with respect to ua.

Take a unit vector na orthogonal to ua: nana = 1, uana = 0, and define the projection tensor
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a − nanb = g b
a + uaub − nanb, (2)

which projects vectors orthogonal to na (and ua): naNab = 0 = uaNab, onto 2-surfaces (N a
a = 2) which we refer to

as the sheet. This is also the screen space of the null vector ka ∝ ua + na.
Any 3-vector ψa can now be irreducibly split into a scalar, Ψ, which is the part of the vector parallel to na, and a

vector, Ψa, lying in the sheet orthogonal to na;

ψa = Ψna + Ψa, where Ψ ≡ ψana, and Ψa ≡ Nabψb ≡ ψā, (3)

where we use a bar over an index to denote projection with Nab on that index. Similarly, any PSTF tensor, ψab, can
now be split into scalar, vector and tensor (which are PSTF with respect to na) parts:

ψab = ψ〈ab〉 = Ψ
(
nanb −

1
2Nab

)
+ 2Ψ(anb) + Ψab, (4)

where

Ψ ≡ nanbψab = −Nabψab,

Ψa ≡ N b
a ncψbc = Ψā,

Ψab ≡ ψ{ab} ≡
(
N c

(a N d
b) − 1

2NabN
cd

)
ψcd. (5)

We use curly brackets to denote the PSTF with respect to na part of a tensor. Note that for 2nd-rank tensors in the
1+1+2 formalism ‘PSTF’ is precisely equivalent to ‘transverse-traceless’. Note also that h{ab} = 0, N〈ab〉 = −n〈anb〉 =
Nab −

2
3hab.

We also define the alternating Levi-Civita 2-tensor

εab ≡ εabcn
c = udηdabcn

c, (6)

so that εabn
b = 0 = ε(ab), and

εabc = naεbc − nbεac + ncεab, (7)

εabε
cd = N c

a N d
b − N d

a N c
b , (8)

ε c
a εbc = Nab, εabεab = 2. (9)

Note that for a 2-vector Ψa, εab may be used to form a vector orthogonal to Ψa but of the same length.
With these definitions we may split any object into scalars, 2-vectors in the sheet, and transverse-traceless 2-

tensors, also defined in the sheet. These three types of objects are the only objects which appear, after a complete
decomposition. Hereafter, we will assume such a split has been made, and ‘vector’ will generally refer to a vector
projected orthogonal to ua and na, and ‘tensor’ will generally mean transverse-traceless tensor, defined by Eq. (5).

Decomposition

3

There are two new derivatives of interest now, which na defines, for any object ψ ···
··· :

ψ̂a ≡ ne∇̃eψa, (10)
δeψa ≡ N f

a N j
e ∇̃jψf (11)

The hat-derivative is the derivative along the vector field na in the surfaces orthogonal to ua. This definition represents
a conceptual divergence from 1+3 tetrad approach, in which the basis vectors appear on an equal footing [i.e., with
∇a rather than ∇̃a in Eq. (10)]. As a result, the congruence ua retains the primary importance it has in the 1+3
covariant approach. (We choose to think of A ≡ uanb∇aub = −uaub∇anb as the radial component of the acceleration
of ua, rather than the time component of ṅa.) The δ-derivative, defined by Eq. (??) is a projected derivative on the
sheet, with projection on every free index.

These derivatives then affect our projection tensor Nab and Levi-Civita tensor as follows:

Ṅab = 2u(au̇b) − 2n(aṅb) = 2u(aAb) − 2n(aαb), (12)

N̂ab = −2n(an̂b), (13)
δcNab = 0, (14)

ε̇ab = −2u[aεb]cAc + 2n[aεb]cα
c, (15)

ε̂ab = 2n[aεb]ca
c, (16)

δcεab = 0. (17)

We now decompose the covariant derivative of na orthogonal to ua into its irreducible form:

∇̃anb = naab + 1
2φNab + ξεab + ζab, (18)

where

aa ≡ nc∇̃cna = n̂a, (19)
φ ≡ δana, (20)
ξ ≡ 1

2εabδanb, (21)
ζab ≡ δ{anb}. (22)

We may interpret these as follows: travelling along na, φ represents the sheet expansion, ζab is the shear of na

(distortion of the sheet), and aa its acceleration, while ξ represents a ‘twisting’ of the sheet – the rotation of na [4].
The other derivative of na is its change along ua,

ṅa = Aua + αa where αa ≡ ṅā and A = nau̇a. (23)

The new variables aa, φ, ξ, ζab and αa are fundamental objects in the spacetime, and their dynamics gives us
information about the spacetime geometry. They are treated on the same footing as the kinematical variables of ua

in the 1+3 approach (which also appear here).
For any vector Ψa orthogonal to na and ua (i.e., Ψa = Ψā), we may decompose the different parts of its spatial

derivative:

∇̃aΨb = −nanbΨca
c + naΨ̂b̄ − nb

[
1
2φΨa + (ξεac + ζac) Ψc

]
+ δaΨb. (24)

Similarly, for a tensor Ψab: Ψab = Ψ{ab}, we have

∇̃aΨbc = −2nan(bΨc)da
d + naΨ̂bc − 2n(b

[
1
2φΨc)a + Ψ d

c) (ξεad + ζad)
]

+ δaΨbc. (25)

Note that for a scalar, we have ∇̃aΨ = Ψ̂na + δaΨ.
We take na to be arbitrary at this point, and then split the usual 1+3 kinematical and Weyl quantities into the

irreducible set {θ,A,Ω,Σ, E ,H,Aa,Σa, Ea,Ha,Σab, Eab,Hab} using (3) and (4) as follows:

u̇a = Ana +Aa, (26)
ωa = Ωna + Ωa, (27)
σab = Σ

(
nanb − 1

2Nab

)
+ 2Σ(anb) + Σab, (28)

Eab = E
(
nanb − 1

2Nab

)
+ 2E(anb) + Eab, (29)

Hab = H
(
nanb − 1

2Nab

)
+ 2H(anb) +Hab. (30)

Derivatives
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There are two new derivatives of interest now, which na defines, for any object ψ ···
··· :

ψ̂ c···d
a···b ≡ neDeψ

c···d
a···b , (10)

δeψ
c···d

a···b ≡ N j
e N f

a · · ·N g
b N c

h · · ·N d
i Djψ

h···i
f ···g . (11)

The hat-derivative is the derivative along the vector field na in the surfaces orthogonal to ua. This definition represents
a conceptual divergence from 1+3 tetrad approach, in which the basis vectors appear on an equal footing [i.e., with
∇a rather than Da in Eq. (10)]. As a result, the congruence ua retains the primary importance it has in the 1+3
covariant approach. (We choose to think of A ≡ uanb∇aub = −uaub∇anb as the radial component of the acceleration
of ua, rather than the time component of ṅa.) The δ-derivative, defined by Eq. (11) is a projected derivative on the
sheet, with projection on every free index.

These derivatives then affect our projection tensor Nab and Levi-Civita tensor as follows:

Ṅab = 2u(au̇b) − 2n(aṅb) = 2u(aAb) − 2n(aαb), (12)

N̂ab = −2n(an̂b), (13)

δcNab = 0, (14)

ε̇ab = −2u[aεb]cA
c + 2n[aεb]cα

c, (15)

ε̂ab = 2n[aεb]ca
c, (16)

δcεab = 0. (17)

We now decompose the covariant derivative of na orthogonal to ua into its irreducible form:

Danb = naab + 1
2φNab + ξεab + ζab, (18)

where

aa ≡ ncDcna = n̂a, (19)

φ ≡ δana, (20)

ξ ≡ 1
2εabδanb, (21)

ζab ≡ δ{anb}. (22)

We may interpret these as follows: travelling along na, φ represents the sheet expansion, ζab is the shear of na

(distortion of the sheet), and aa its acceleration, while ξ represents a ‘twisting’ of the sheet – the rotation of na [4].
The other derivative of na is its change along ua,

ṅa = Aua + αa where αa ≡ ṅā and A = nau̇a. (23)

The new variables aa, φ, ξ, ζab and αa are fundamental objects in the spacetime, and their dynamics gives us
information about the spacetime geometry. They are treated on the same footing as the kinematical variables of ua

in the 1+3 approach (which also appear here).
For any vector Ψa orthogonal to na and ua (i.e., Ψa = Ψā), we may decompose the different parts of its spatial

derivative:

DaΨb = −nanbΨca
c + naΨ̂b̄ − nb

[
1
2φΨa + (ξεac + ζac)Ψc

]
+ δaΨb. (24)

Similarly, for a tensor Ψab: Ψab = Ψ{ab}, we have

DaΨbc = −2nan(bΨc)da
d + naΨ̂bc − 2n(b

[
1
2φΨc)a + Ψ d

c) (ξεad + ζad)
]

+ δaΨbc. (25)

Note that for a scalar, we have DaΨ = Ψ̂na + δaΨ.
We take na to be arbitrary at this point, and then split the usual 1+3 kinematical and Weyl quantities into the

irreducible set {θ,A, Ω, Σ, E ,H,Aa, Σa, Ea,Ha, Σab, Eab,Hab} using (3) and (4) as follows:

u̇a = Ana + Aa, (26)

ωa = Ωna + Ωa, (27)

σab = Σ
(
nanb − 1

2Nab

)
+ 2Σ(anb) + Σab, (28)

Eab = E
(
nanb −

1
2Nab

)
+ 2E(anb) + Eab, (29)

Hab = H
(
nanb −

1
2Nab

)
+ 2H(anb) + Hab. (30)
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a···b ≡ ne∇̃eψ

c···d
a···b , (10)

δeψ
c···d

a···b ≡ N j
e N f

a · · ·N g
b N c

h · · ·N d
i ∇̃jψ

h···i
f ···g . (11)

The hat-derivative is the derivative along the vector field na in the surfaces orthogonal to ua. This definition represents
a conceptual divergence from 1+3 tetrad approach, in which the basis vectors appear on an equal footing [i.e., with
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c, (15)
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We now decompose the covariant derivative of na orthogonal to ua into its irreducible form:

∇̃anb = naab + 1
2φNab + ξεab + ζab, (18)

where

aa ≡ nc∇̃cna = n̂a, (19)
φ ≡ δana, (20)
ξ ≡ 1

2εabδanb, (21)
ζab ≡ δ{anb}. (22)

We may interpret these as follows: travelling along na, φ represents the sheet expansion, ζab is the shear of na

(distortion of the sheet), and aa its acceleration, while ξ represents a ‘twisting’ of the sheet – the rotation of na [4].
The other derivative of na is its change along ua,

ṅa = Aua + αa where αa ≡ ṅā and A = nau̇a. (23)

The new variables aa, φ, ξ, ζab and αa are fundamental objects in the spacetime, and their dynamics gives us
information about the spacetime geometry. They are treated on the same footing as the kinematical variables of ua

in the 1+3 approach (which also appear here).
For any vector Ψa orthogonal to na and ua (i.e., Ψa = Ψā), we may decompose the different parts of its spatial

derivative:

∇̃aΨb = −nanbΨca
c + naΨ̂b̄ − nb

[
1
2φΨa + (ξεac + ζac) Ψc

]
+ δaΨb. (24)

Similarly, for a tensor Ψab: Ψab = Ψ{ab}, we have

∇̃aΨbc = −2nan(bΨc)da
d + naΨ̂bc − 2n(b

[
1
2φΨc)a + Ψ d

c) (ξεad + ζad)
]

+ δaΨbc. (25)

Note that for a scalar, we have ∇̃aΨ = Ψ̂na + δaΨ.
We take na to be arbitrary at this point, and then split the usual 1+3 kinematical and Weyl quantities into the

irreducible set {θ,A,Ω,Σ, E ,H,Aa,Σa, Ea,Ha,Σab, Eab,Hab} using (3) and (4) as follows:

u̇a = Ana +Aa, (26)
ωa = Ωna + Ωa, (27)
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)
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In Sec. II we discuss the 1+1+2 approach in full generality, and then in Sec. III we discuss the perturbation
procedure for LRS spacetimes, before sumarising in Sec. IV.

II. FORMALISM

In the 1+3 approach, a timelike threading vector field ua (uaua = −1) is introduced, representing the observers’
congruence. Given this vector field, the projection tensor h b

a = g b
a + uaub is introduced, which projects all vectors

and tensors orthogonal to ua. Using hab, any 4-vector may be split into a (1+3 scalar) part parallel to ua and a
(3-vector) part orthogonal to ua. Any second rank tensor may be covariantly and irreducibly split into scalar, vector
andprojected, symmetric, trace-free (PSTF) 3-tensor parts, which requires the alternating tensor εabc = udηdabc [1].
Tensors of higher rank may be similarly split, but are rarely used (an important exception being cosmic microwave
background physics [14, 15]). These are the fundamental quantities describing the spacetime, after the introduction
of ua.

We now introduce another vector field and perform another split, but this time of the 1+3 equations. The ‘1+1+2’
decomposition we develop here has been partially studied before, mostly in the context of symmetries of solutions
of the EFE [5, 16]. It was introduced by [3] and further developed in [4, 8, 11–13]. However, there are importances
differences with the work presented here. In the following we assume the 1+3 covariant split of the equations (as
given in [1], for example), with all tensors split into scalars, vectors and PSTF tensors with respect to ua.

Take a unit vector na orthogonal to ua: nana = 1, uana = 0, and define the projection tensor

N b
a ≡ h b

a − nanb = g b
a + uaub − nanb, (2)

which projects vectors orthogonal to na (and ua): naNab = 0 = uaNab, onto 2-surfaces (N a
a = 2) which we refer to

as the sheet. This is also the screen space of the null vector ka ∝ ua + na.
Any 3-vector ψa can now be irreducibly split into a scalar, Ψ, which is the part of the vector parallel to na, and a

vector, Ψa, lying in the sheet orthogonal to na;

ψa = Ψna + Ψa, where Ψ ≡ ψana, and Ψa ≡ Nabψb ≡ ψā, (3)

where we use a bar over an index to denote projection with Nab on that index. Similarly, any PSTF tensor, ψab, can
now be split into scalar, vector and tensor (which are PSTF with respect to na) parts:

ψab = ψ〈ab〉 = Ψ
(
nanb − 1

2Nab

)
+ 2Ψ(anb) + Ψab, (4)

where

Ψ ≡ nanbψab = −Nabψab,

Ψa ≡ N b
a ncψbc = Ψā,

Ψab ≡ ψ{ab} ≡
(
N c

(a N d
b) − 1

2NabN
cd

)
ψcd. (5)

We use curly brackets to denote the PSTF with respect to na part of a tensor. Note that for 2nd-rank tensors in the
1+1+2 formalism ‘PSTF’ is precisely equivalent to ‘transverse-traceless’. Note also that h{ab} = 0, N〈ab〉 = −n〈anb〉 =
Nab − 2

3hab.
We also define the alternating Levi-Civita 2-tensor

εab ≡ εabcn
c = udηdabcn

c, (6)

so that εabnb = 0 = ε(ab), and

εabc = naεbc − nbεac + ncεab, (7)
εabε

cd = N c
a N d

b −N d
a N c

b , (8)
ε c

a εbc = Nab, εabεab = 2. (9)

Note that for a 2-vector Ψa, εab may be used to form a vector orthogonal to Ψa but of the same length.
With these definitions we may split any object into scalars, 2-vectors in the sheet, and transverse-traceless 2-

tensors, also defined in the sheet. These three types of objects are the only objects which appear, after a complete
decomposition. Hereafter, we will assume such a split has been made, and ‘vector’ will generally refer to a vector
projected orthogonal to ua and na, and ‘tensor’ will generally mean transverse-traceless tensor, defined by Eq. (5).
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There are two new derivatives of interest now, which na defines, for any object ψ ···
··· :

ψ̂ c···d
a···b ≡ ne∇̃eψ

c···d
a···b , (10)

δeψ
c···d

a···b ≡ N j
e N f

a · · ·N g
b N c

h · · ·N d
i ∇̃jψ

h···i
f ···g . (11)

The hat-derivative is the derivative along the vector field na in the surfaces orthogonal to ua. This definition represents
a conceptual divergence from 1+3 tetrad approach, in which the basis vectors appear on an equal footing [i.e., with
∇a rather than ∇̃a in Eq. (10)]. As a result, the congruence ua retains the primary importance it has in the 1+3
covariant approach. (We choose to think of A ≡ uanb∇aub = −uaub∇anb as the radial component of the acceleration
of ua, rather than the time component of ṅa.) The δ-derivative, defined by Eq. (11) is a projected derivative on the
sheet, with projection on every free index.

These derivatives then affect our projection tensor Nab and Levi-Civita tensor as follows:

Ṅab = 2u(au̇b) − 2n(aṅb) = 2u(aAb) − 2n(aαb), (12)

N̂ab = −2n(an̂b), (13)
δcNab = 0, (14)

ε̇ab = −2u[aεb]cAc + 2n[aεb]cα
c, (15)

ε̂ab = 2n[aεb]ca
c, (16)

δcεab = 0. (17)

We now decompose the covariant derivative of na orthogonal to ua into its irreducible form:

∇̃anb = naab + 1
2φNab + ξεab + ζab, (18)

where

aa ≡ nc∇̃cna = n̂a, (19)
φ ≡ δana, (20)
ξ ≡ 1

2εabδanb, (21)
ζab ≡ δ{anb}. (22)

We may interpret these as follows: travelling along na, φ represents the sheet expansion, ζab is the shear of na

(distortion of the sheet), and aa its acceleration, while ξ represents a ‘twisting’ of the sheet – the rotation of na [4].
The other derivative of na is its change along ua,

ṅa = Aua + αa where αa ≡ ṅā and A = nau̇a. (23)

The new variables aa, φ, ξ, ζab and αa are fundamental objects in the spacetime, and their dynamics gives us
information about the spacetime geometry. They are treated on the same footing as the kinematical variables of ua

in the 1+3 approach (which also appear here).
For any vector Ψa orthogonal to na and ua (i.e., Ψa = Ψā), we may decompose the different parts of its spatial

derivative:

∇̃aΨb = −nanbΨca
c + naΨ̂b̄ − nb

[
1
2φΨa + (ξεac + ζac) Ψc

]
+ δaΨb. (24)

Similarly, for a tensor Ψab: Ψab = Ψ{ab}, we have

∇̃aΨbc = −2nan(bΨc)da
d + naΨ̂bc − 2n(b

[
1
2φΨc)a + Ψ d

c) (ξεad + ζad)
]

+ δaΨbc. (25)

Note that for a scalar, we have ∇̃aΨ = Ψ̂na + δaΨ.
We take na to be arbitrary at this point, and then split the usual 1+3 kinematical and Weyl quantities into the

irreducible set {θ,A,Ω,Σ, E ,H,Aa,Σa, Ea,Ha,Σab, Eab,Hab} using (3) and (4) as follows:

u̇a = Ana +Aa, (26)
ωa = Ωna + Ωa, (27)
σab = Σ

(
nanb − 1

2Nab

)
+ 2Σ(anb) + Σab, (28)

Eab = E
(
nanb − 1

2Nab

)
+ 2E(anb) + Eab, (29)

Hab = H
(
nanb − 1

2Nab

)
+ 2H(anb) +Hab. (30)
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There are two new derivatives of interest now, which na defines, for any object ψ ···
··· :

ψ̂ c···d
a···b ≡ neDeψ

c···d
a···b , (10)

δeψ
c···d

a···b ≡ N j
e N f

a · · ·N g
b N c

h · · ·N d
i Djψ

h···i
f ···g . (11)

The hat-derivative is the derivative along the vector field na in the surfaces orthogonal to ua. This definition represents
a conceptual divergence from 1+3 tetrad approach, in which the basis vectors appear on an equal footing [i.e., with
∇a rather than Da in Eq. (10)]. As a result, the congruence ua retains the primary importance it has in the 1+3
covariant approach. (We choose to think of A ≡ uanb∇aub = −uaub∇anb as the radial component of the acceleration
of ua, rather than the time component of ṅa.) The δ-derivative, defined by Eq. (11) is a projected derivative on the
sheet, with projection on every free index.

These derivatives then affect our projection tensor Nab and Levi-Civita tensor as follows:

Ṅab = 2u(au̇b) − 2n(aṅb) = 2u(aAb) − 2n(aαb), (12)

N̂ab = −2n(an̂b), (13)

δcNab = 0, (14)

ε̇ab = −2u[aεb]cA
c + 2n[aεb]cα

c, (15)

ε̂ab = 2n[aεb]ca
c, (16)

δcεab = 0. (17)

We now decompose the covariant derivative of na orthogonal to ua into its irreducible form:

Danb = naab + 1
2φNab + ξεab + ζab, (18)

where

aa ≡ ncDcna = n̂a, (19)

φ ≡ δana, (20)

ξ ≡ 1
2εabδanb, (21)

ζab ≡ δ{anb}. (22)

We may interpret these as follows: travelling along na, φ represents the sheet expansion, ζab is the shear of na

(distortion of the sheet), and aa its acceleration, while ξ represents a ‘twisting’ of the sheet – the rotation of na [4].
The other derivative of na is its change along ua,

ṅa = Aua + αa where αa ≡ ṅā and A = nau̇a. (23)

The new variables aa, φ, ξ, ζab and αa are fundamental objects in the spacetime, and their dynamics gives us
information about the spacetime geometry. They are treated on the same footing as the kinematical variables of ua

in the 1+3 approach (which also appear here).
For any vector Ψa orthogonal to na and ua (i.e., Ψa = Ψā), we may decompose the different parts of its spatial

derivative:

DaΨb = −nanbΨca
c + naΨ̂b̄ − nb

[
1
2φΨa + (ξεac + ζac)Ψc

]
+ δaΨb. (24)

Similarly, for a tensor Ψab: Ψab = Ψ{ab}, we have

DaΨbc = −2nan(bΨc)da
d + naΨ̂bc − 2n(b

[
1
2φΨc)a + Ψ d

c) (ξεad + ζad)
]

+ δaΨbc. (25)

Note that for a scalar, we have DaΨ = Ψ̂na + δaΨ.
We take na to be arbitrary at this point, and then split the usual 1+3 kinematical and Weyl quantities into the

irreducible set {θ,A, Ω, Σ, E ,H,Aa, Σa, Ea,Ha, Σab, Eab,Hab} using (3) and (4) as follows:

u̇a = Ana + Aa, (26)

ωa = Ωna + Ωa, (27)

σab = Σ
(
nanb − 1

2Nab

)
+ 2Σ(anb) + Σab, (28)

Eab = E
(
nanb −

1
2Nab

)
+ 2E(anb) + Eab, (29)

Hab = H
(
nanb −

1
2Nab

)
+ 2H(anb) + Hab. (30)

Decomposition of basic quantities

3

There are two new derivatives of interest now, which na defines, for any object ψ ···
··· :

ψ̂ c···d
a···b ≡ ne∇̃eψ

c···d
a···b , (10)

δeψ
c···d

a···b ≡ N j
e N f

a · · ·N g
b N c

h · · ·N d
i ∇̃jψ

h···i
f ···g . (11)

The hat-derivative is the derivative along the vector field na in the surfaces orthogonal to ua. This definition represents
a conceptual divergence from 1+3 tetrad approach, in which the basis vectors appear on an equal footing [i.e., with
∇a rather than ∇̃a in Eq. (10)]. As a result, the congruence ua retains the primary importance it has in the 1+3
covariant approach. (We choose to think of A ≡ uanb∇aub = −uaub∇anb as the radial component of the acceleration
of ua, rather than the time component of ṅa.) The δ-derivative, defined by Eq. (11) is a projected derivative on the
sheet, with projection on every free index.

These derivatives then affect our projection tensor Nab and Levi-Civita tensor as follows:

Ṅab = 2u(au̇b) − 2n(aṅb) = 2u(aAb) − 2n(aαb), (12)

N̂ab = −2n(an̂b), (13)
δcNab = 0, (14)

ε̇ab = −2u[aεb]cAc + 2n[aεb]cα
c, (15)

ε̂ab = 2n[aεb]ca
c, (16)

δcεab = 0. (17)

We now decompose the covariant derivative of na orthogonal to ua into its irreducible form:

∇̃anb = naab + 1
2φNab + ξεab + ζab, (18)

where

aa ≡ nc∇̃cna = n̂a, (19)
φ ≡ δana, (20)
ξ ≡ 1

2εabδanb, (21)
ζab ≡ δ{anb}. (22)

We may interpret these as follows: travelling along na, φ represents the sheet expansion, ζab is the shear of na

(distortion of the sheet), and aa its acceleration, while ξ represents a ‘twisting’ of the sheet – the rotation of na [4].
The other derivative of na is its change along ua,

ṅa = Aua + αa where αa ≡ ṅā and A = nau̇a. (23)

The new variables aa, φ, ξ, ζab and αa are fundamental objects in the spacetime, and their dynamics gives us
information about the spacetime geometry. They are treated on the same footing as the kinematical variables of ua

in the 1+3 approach (which also appear here).
For any vector Ψa orthogonal to na and ua (i.e., Ψa = Ψā), we may decompose the different parts of its spatial

derivative:

∇̃aΨb = −nanbΨca
c + naΨ̂b̄ − nb

[
1
2φΨa + (ξεac + ζac) Ψc

]
+ δaΨb. (24)

Similarly, for a tensor Ψab: Ψab = Ψ{ab}, we have

∇̃aΨbc = −2nan(bΨc)da
d + naΨ̂bc − 2n(b

[
1
2φΨc)a + Ψ d

c) (ξεad + ζad)
]

+ δaΨbc. (25)

Note that for a scalar, we have ∇̃aΨ = Ψ̂na + δaΨ.
We take na to be arbitrary at this point, and then split the usual 1+3 kinematical and Weyl quantities into the

irreducible set {θ,A,Ω,Σ, E ,H,Aa,Σa, Ea,Ha,Σab, Eab,Hab} using (3) and (4) as follows:

u̇a = Ana +Aa, (26)
ωa = Ωna + Ωa, (27)
σab = Σ

(
nanb − 1

2Nab

)
+ 2Σ(anb) + Σab, (28)

Eab = E
(
nanb − 1

2Nab

)
+ 2E(anb) + Eab, (29)

Hab = H
(
nanb − 1

2Nab

)
+ 2H(anb) +Hab. (30)
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In Sec. II we discuss the 1+1+2 approach in full generality, and then in Sec. III we discuss the perturbation
procedure for LRS spacetimes, before sumarising in Sec. IV.

II. FORMALISM

In the 1+3 approach, a timelike threading vector field ua (uaua = −1) is introduced, representing the observers’
congruence. Given this vector field, the projection tensor h b

a = g b
a + uaub is introduced, which projects all vectors

and tensors orthogonal to ua. Using hab, any 4-vector may be split into a (1+3 scalar) part parallel to ua and a
(3-vector) part orthogonal to ua. Any second rank tensor may be covariantly and irreducibly split into scalar, vector
andprojected, symmetric, trace-free (PSTF) 3-tensor parts, which requires the alternating tensor εabc = udηdabc [1].
Tensors of higher rank may be similarly split, but are rarely used (an important exception being cosmic microwave
background physics [14, 15]). These are the fundamental quantities describing the spacetime, after the introduction
of ua.

We now introduce another vector field and perform another split, but this time of the 1+3 equations. The ‘1+1+2’
decomposition we develop here has been partially studied before, mostly in the context of symmetries of solutions
of the EFE [5, 16]. It was introduced by [3] and further developed in [4, 8, 11–13]. However, there are importances
differences with the work presented here. In the following we assume the 1+3 covariant split of the equations (as
given in [1], for example), with all tensors split into scalars, vectors and PSTF tensors with respect to ua.

Take a unit vector na orthogonal to ua: nana = 1, uana = 0, and define the projection tensor

N b
a ≡ h b

a − nanb = g b
a + uaub − nanb, (2)

which projects vectors orthogonal to na (and ua): naNab = 0 = uaNab, onto 2-surfaces (N a
a = 2) which we refer to

as the sheet. This is also the screen space of the null vector ka ∝ ua + na.
Any 3-vector ψa can now be irreducibly split into a scalar, Ψ, which is the part of the vector parallel to na, and a

vector, Ψa, lying in the sheet orthogonal to na;

ψa = Ψna + Ψa, where Ψ ≡ ψana, and Ψa ≡ Nabψb ≡ ψā, (3)

where we use a bar over an index to denote projection with Nab on that index. Similarly, any PSTF tensor, ψab, can
now be split into scalar, vector and tensor (which are PSTF with respect to na) parts:

ψab = ψ〈ab〉 = Ψ
(
nanb − 1

2Nab

)
+ 2Ψ(anb) + Ψab, (4)

where

Ψ ≡ nanbψab = −Nabψab,

Ψa ≡ N b
a ncψbc = Ψā,

Ψab ≡ ψ{ab} ≡
(
N c

(a N d
b) − 1

2NabN
cd

)
ψcd. (5)

We use curly brackets to denote the PSTF with respect to na part of a tensor. Note that for 2nd-rank tensors in the
1+1+2 formalism ‘PSTF’ is precisely equivalent to ‘transverse-traceless’. Note also that h{ab} = 0, N〈ab〉 = −n〈anb〉 =
Nab − 2

3hab.
We also define the alternating Levi-Civita 2-tensor

εab ≡ εabcn
c = udηdabcn

c, (6)

so that εabnb = 0 = ε(ab), and

εabc = naεbc − nbεac + ncεab, (7)
εabε

cd = N c
a N d

b −N d
a N c

b , (8)
ε c

a εbc = Nab, εabεab = 2. (9)

Note that for a 2-vector Ψa, εab may be used to form a vector orthogonal to Ψa but of the same length.
With these definitions we may split any object into scalars, 2-vectors in the sheet, and transverse-traceless 2-

tensors, also defined in the sheet. These three types of objects are the only objects which appear, after a complete
decomposition. Hereafter, we will assume such a split has been made, and ‘vector’ will generally refer to a vector
projected orthogonal to ua and na, and ‘tensor’ will generally mean transverse-traceless tensor, defined by Eq. (5).

3

There are two new derivatives of interest now, which na defines, for any object ψ ···
··· :

ψ̂ c···d
a···b ≡ ne∇̃eψ

c···d
a···b , (10)

δeψ
c···d

a···b ≡ N j
e N f

a · · ·N g
b N c

h · · ·N d
i ∇̃jψ

h···i
f ···g . (11)

The hat-derivative is the derivative along the vector field na in the surfaces orthogonal to ua. This definition represents
a conceptual divergence from 1+3 tetrad approach, in which the basis vectors appear on an equal footing [i.e., with
∇a rather than ∇̃a in Eq. (10)]. As a result, the congruence ua retains the primary importance it has in the 1+3
covariant approach. (We choose to think of A ≡ uanb∇aub = −uaub∇anb as the radial component of the acceleration
of ua, rather than the time component of ṅa.) The δ-derivative, defined by Eq. (11) is a projected derivative on the
sheet, with projection on every free index.

These derivatives then affect our projection tensor Nab and Levi-Civita tensor as follows:

Ṅab = 2u(au̇b) − 2n(aṅb) = 2u(aAb) − 2n(aαb), (12)

N̂ab = −2n(an̂b), (13)
δcNab = 0, (14)

ε̇ab = −2u[aεb]cAc + 2n[aεb]cα
c, (15)

ε̂ab = 2n[aεb]ca
c, (16)

δcεab = 0. (17)

We now decompose the covariant derivative of na orthogonal to ua into its irreducible form:

∇̃anb = naab + 1
2φNab + ξεab + ζab, (18)

where

aa ≡ nc∇̃cna = n̂a, (19)
φ ≡ δana, (20)
ξ ≡ 1

2εabδanb, (21)
ζab ≡ δ{anb}. (22)

We may interpret these as follows: travelling along na, φ represents the sheet expansion, ζab is the shear of na

(distortion of the sheet), and aa its acceleration, while ξ represents a ‘twisting’ of the sheet – the rotation of na [4].
The other derivative of na is its change along ua,

ṅa = Aua + αa where αa ≡ ṅā and A = nau̇a. (23)

The new variables aa, φ, ξ, ζab and αa are fundamental objects in the spacetime, and their dynamics gives us
information about the spacetime geometry. They are treated on the same footing as the kinematical variables of ua

in the 1+3 approach (which also appear here).
For any vector Ψa orthogonal to na and ua (i.e., Ψa = Ψā), we may decompose the different parts of its spatial

derivative:

∇̃aΨb = −nanbΨca
c + naΨ̂b̄ − nb

[
1
2φΨa + (ξεac + ζac) Ψc

]
+ δaΨb. (24)

Similarly, for a tensor Ψab: Ψab = Ψ{ab}, we have

∇̃aΨbc = −2nan(bΨc)da
d + naΨ̂bc − 2n(b

[
1
2φΨc)a + Ψ d

c) (ξεad + ζad)
]

+ δaΨbc. (25)

Note that for a scalar, we have ∇̃aΨ = Ψ̂na + δaΨ.
We take na to be arbitrary at this point, and then split the usual 1+3 kinematical and Weyl quantities into the

irreducible set {θ,A,Ω,Σ, E ,H,Aa,Σa, Ea,Ha,Σab, Eab,Hab} using (3) and (4) as follows:

u̇a = Ana +Aa, (26)
ωa = Ωna + Ωa, (27)
σab = Σ

(
nanb − 1

2Nab

)
+ 2Σ(anb) + Σab, (28)

Eab = E
(
nanb − 1

2Nab

)
+ 2E(anb) + Eab, (29)

Hab = H
(
nanb − 1

2Nab

)
+ 2H(anb) +Hab. (30)
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hat derivative [4] to give

M̂ =
dX

dρ
=

1
2
rφ

∂M

∂r
+ τ̂Ṁ (74)

where τ denotes proper time and M is any scalar. For the static case and letting
ρ = lnr we get

M̂ =
1
2
φ

∂M

∂r
(75)

Equations (71)(72), (73), and (73) now take on the form,

R̂ =
1
2
φ

∂R

∂r
= X (76)

X̂ =
1
2
φ

∂X

∂r
=

2− n

3n(n− 1)
R2 − (n− 2)R−1X2 −Xφ (77)

φ̂ =
1
2
φ

∂φ

∂r
=

(
A− 1

2
φ

)
φ +

n− 2
3n

R + (n− 1)R−1Xφ (78)

Â =
1
2
φ

∂A
∂r

= − (A+ φ)A+
1− 2n

6n
R (79)

3 Application to lensing

3.1 Solutions for the lensing variables

As stated in the previous section, the only non-zero 1+1+2 variables in a
Schwarzschild spacetime are the scalars {A, φ, R, X} (and their derivatives
{Â, φ̂, R̂, X̂}). Thus, the general propagation equations of E (31) and κ (32),
in the direction of the ray, reduce to the form :

E′ = −E2Aκ , (80)

κ′ = E(1− κ2)(
1
2
φ−A) . (81)

Equation (24) gives the propagation equation for κa when differentiated with
respect to ν :

κaκa′ = −κ′

= −
[
−E

(
1− κ2

) (
A− 1

2
φ +

3
2
Σ

)]

= E
(
1− κ2

) (
A− 1

2
φ +

3
2
Σ

)

= Eκaκa

(
A− 1

2
φ +

3
2
Σ

)

⇒ κa′ = E

(
A− 1

2
φ +

3
2
Σ

)
κa (82)
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Equations for SS spacetimes

{Field 
Equations

{Null 
geodesics

fluid’ and the theromodynamic quantities of the curvature fluid can be written in terms
of (1+1+2) variables as:

µR =
1
f ′

(
1
2
(Rf ′ − f) + f ′′X̂ + f ′′Xφ + f ′′′X2

)
(69)

pR =
1
f ′

(
1
2
(f −Rf ′)− 2

3
f ′′X̂ − 2

3
f ′′Xφ− 2

3
f ′′′X2 −Af ′′X

)
(70)

ΠR =
1
f ′

(
2
3
f ′′′X2 +

2
3
f ′′X̂ − 1

3
f ′′Xφ

)
, (71)

where we have defined R̂ = X. To close the system we require the Trace equation which
is written in terms of these variables

Rf ′ − 2f = −3f ′′X̂ − 3f ′′Xφ− 3f ′′′X2 − 3Af ′′X . (72)

Using the above equations in (64-68) and eliminating E , we get the set of four coupled
first order equations governing the spacetime in the fourth order gravity as

φ̂ = −1
2
φ2 +

1
3
R− 2

3
f

f ′ +
f ′′

f ′ X (φ + 2A) + Aφ , (73)

Â = −A2 −Aφ +
1
6

f

f ′ −
1
3
R− f ′′

f ′ XA , (74)

R̂ = X , (75)

X̂ = −1
3

Rf ′

f ′′ +
2
3

f

f ′′ −Xφ− f ′′′X2

f ′′ −XA . (76)

We emphasize here that the above system of equations are in terms of the covariant
quantities in 1+1+2 splitting and absolutely co-ordinate independent. The system
reduces to the second order system of GR in vacuum [14], if we put f(R) = R,
R = 0 and X = 0. (need to check this against he field equationas and the
conventions). However as in the case of the Einstein equation or nay other
fully covariant system of eqautions the physics can be understood fully only
if one chooses an observer. in the 1+3 approach this is done basically
choosing a velocity field, but in th 1+1+2 framework this is not sufficient
anymore. On top of choosing an observer one has to give a particular form of
‘radial’ co-ordinate. This in turn will define a specific form for the ‘hat’ derivative. As
we will see in the later sections there is a natural choice for this coordinate
given by the geometry of our problem and we will use it to find exact spherically
symmetric solutions for some specific f(R) gravity.

6 Covariant results for the spherically symmetric system

From the system of equations (73-76) we can already deduce some important results
for spherically symmetric static solutions in a general f(R) gravity in absolute co-
ordinate independent manner. These results have important astrophysical consequences
as different experimental data may able to rule out certain forms of the function f .
Furthermore these results may play an important part in the covariant and gauge
invariant perturbations of black hole solutions in higher order gravity.

1. Condition for existance of solutions with constant scalar curvature: Solutions with
constant Ricci scalar imply that R = R0 = const. and X = 0. From equation
(76) we can easily see that this is possible iff

2f(R0)−R0f
′(R0) = 0 . (77)

9
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erning the spacetime in the fourth order gravity as

φ̂ = −1
2
φ2 +

1
3
R− 2

3
f

f ′ +
f ′′

f ′ X (φ + 2A) + Aφ ,(74)

Â = −A2 −Aφ +
1
6

f

f ′ −
1
3
R− f ′′

f ′ XA , (75)

R̂ = X , (76)

X̂ = −1
3

Rf ′

f ′′ +
2
3

f

f ′′ −Xφ− f ′′′X2

f ′′ −XA . (77)

We emphasize here that the above system of equations
are in terms of the covariant quantities in 1+1+2 split-
ting and absolutely co-ordinate independent. The system
reduces to the second order system of GR in vacuum [14],
if we put f(R) = R, R = 0 and X = 0. However as in the
case of the Einstein equation or nay other fully covariant
system of eqautions the physics can be understood fully
only if one chooses an observer. in the 1+3 approach
this is done basically choosing a velocity field, but in th
1+1+2 framework this is not sufficient anymore. On top
of choosing an observer one has to give a particular form
of ‘radial’ co-ordinate. This in turn will define a specific
form for the ‘hat’ derivative. As we will see in the later
sections there is a natural choice for this coordinate given
by the geometry of our problem and we will use it to find
exact spherically symmetric solutions for some specific
f(R) gravity.

VI. COVARIANT RESULTS FOR THE
SPHERICALLY SYMMETRIC SYSTEM

From the system of equations (74-77) we can already
deduce some important results for spherically symmetric
static solutions in a general f(R) gravity in absolute co-
ordinate independent manner. These results have impor-
tant astrophysical consequences as different experimental
data may able to rule out certain forms of the function f .
Furthermore these results may play an important part in
the covariant and gauge invariant perturbations of black
hole solutions in higher order gravity.

1. Condition for existance of solutions with constant
scalar curvature: Solutions with constant Ricci
scalar imply that R = R0 = const. and X = 0.
From equation (77) we can easily see that this is
possible iff

2f(R0)−R0f
′(R0) = 0 . (78)

This relation was initially found by Barrow et al.
[20] in the cosmological context and later found by
[21] . It relates the value of the constant Ricci scalar
with the universal constants in the action. For ex-
ample if we have the Lagrangian as R−2Λ, which is
the lagrangian for GR with the cosmological con-
stant, we must have, as well known, the relation
R0 = 4Λ.

2. Condition for existence of Schwarzschild solution:
Apart from the above condition, for an exact
Schwarzschild solution to exist in a given f(R) the-
ory we must have f(0)/f ′(0) = 0. As in that case
the equations (74) and (75) reduces to the equa-
tions for GR in vacuum [14]. This imply that many
of the well studied forms of the function f , for ex-
ample Rn, R + αRn, R/(1 + AR) etc., all admit
Schwarzschild solution as one of the static solu-
tions of the theory. This was found already at the
time of Eddington [22], but tends to be ignored
in literature. The fact that these models admit a
Schwarzschild solution has interesting consequences
on the validity of these models on the Solar System
level. In particular if one conludes that the sun
behaves very close to a Schwarzschild solution, the
experimental data of the solar system would help
constraining these models.

3. The curious case of R2 gravity: As we have already
explained, the condition for existance of solutions
with covariantly constant scalar curvature connects
the constant curvature with the universal constants
of the Lagrangian. However this is not the case for
f(R) = KR2. In fact for this type of lagrangian the
condition (78) is identically satisfied. This means
that we can have a constant curvature solution for
any value of the curvature. Thus for R2 gravity,
the ‘cosmological’ constant term in a Schwarzschild-
dS/AdS spacetime becomes a local constant of in-
tegration just like the mass. Hence in this theory
we can have two distant stars behaving like two dif-
ferent Schwarzschild-dS/AdS object with different
values of the constant, and just by studying the
geodesic motions around them, it is impossible to
determine their mass uniquely.

VII. CHOOSING A CO-ORDINATE SYSTEM
AND RELATION BETWEEN THE COVARIANT

VARIABLES AND THE METRIC

The most natural way to choose the proper radial co-
ordinate in spherically symmetric static spacetimes, is to
make the gaussian curvature ‘K’ of the spherical sheets
to be proportional to the inverse square of the radius. In
that case, this co-ordinate ‘r’ becomes the area radius of
the sheets. This gives a geometrical definition to the ‘hat’
derivative. As we have already seen, K̂ = −φK, therefore
the most natural way to define the hat derivative of any
scalar M would be

M̂ =
1
2
rφ

dM

∂r
. (79)
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We emphasize here that the above system of equations
are in terms of the covariant quantities in 1+1+2 split-
ting and absolutely co-ordinate independent. The system
reduces to the second order system of GR in vacuum [14],
if we put f(R) = R, R = 0 and X = 0. However as in the
case of the Einstein equation or nay other fully covariant
system of eqautions the physics can be understood fully
only if one chooses an observer. in the 1+3 approach
this is done basically choosing a velocity field, but in th
1+1+2 framework this is not sufficient anymore. On top
of choosing an observer one has to give a particular form
of ‘radial’ co-ordinate. This in turn will define a specific
form for the ‘hat’ derivative. As we will see in the later
sections there is a natural choice for this coordinate given
by the geometry of our problem and we will use it to find
exact spherically symmetric solutions for some specific
f(R) gravity.

VI. COVARIANT RESULTS FOR THE
SPHERICALLY SYMMETRIC SYSTEM

From the system of equations (74-77) we can already
deduce some important results for spherically symmetric
static solutions in a general f(R) gravity in absolute co-
ordinate independent manner. These results have impor-
tant astrophysical consequences as different experimental
data may able to rule out certain forms of the function f .
Furthermore these results may play an important part in
the covariant and gauge invariant perturbations of black
hole solutions in higher order gravity.

1. Condition for existance of solutions with constant
scalar curvature: Solutions with constant Ricci
scalar imply that R = R0 = const. and X = 0.
From equation (77) we can easily see that this is
possible iff

2f(R0)−R0f
′(R0) = 0 . (78)

This relation was initially found by Barrow et al.
[20] in the cosmological context and later found by
[21] . It relates the value of the constant Ricci scalar
with the universal constants in the action. For ex-
ample if we have the Lagrangian as R−2Λ, which is
the lagrangian for GR with the cosmological con-
stant, we must have, as well known, the relation
R0 = 4Λ.

2. Condition for existence of Schwarzschild solution:
Apart from the above condition, for an exact
Schwarzschild solution to exist in a given f(R) the-
ory we must have f(0)/f ′(0) = 0. As in that case
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tions for GR in vacuum [14]. This imply that many
of the well studied forms of the function f , for ex-
ample Rn, R + αRn, R/(1 + AR) etc., all admit
Schwarzschild solution as one of the static solu-
tions of the theory. This was found already at the
time of Eddington [22], but tends to be ignored
in literature. The fact that these models admit a
Schwarzschild solution has interesting consequences
on the validity of these models on the Solar System
level. In particular if one conludes that the sun
behaves very close to a Schwarzschild solution, the
experimental data of the solar system would help
constraining these models.
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with covariantly constant scalar curvature connects
the constant curvature with the universal constants
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tegration just like the mass. Hence in this theory
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to be proportional to the inverse square of the radius. In
that case, this co-ordinate ‘r’ becomes the area radius of
the sheets. This gives a geometrical definition to the ‘hat’
derivative. As we have already seen, K̂ = −φK, therefore
the most natural way to define the hat derivative of any
scalar M would be
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Condition for the existence of the Schwarzshild 
solution is: 

This holds for many (but not all) classes of theories.... e.g,

Barrow and Ottewill (1983)

The 1+1+2 equations can be used to generate exact 
SS solutions        test violation of Birkhoff.

7

erning the spacetime in the fourth order gravity as

φ̂ = −1
2
φ2 +

1
3
R− 2

3
f

f ′ +
f ′′

f ′ X (φ + 2A) + Aφ ,(74)
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Gravitational Lensing in f(R) gravity
The 1+1+2 approach is ideal for studying 
the lensing problem
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1
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(2A− φ)A−
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Σ

)
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Ḣ = −3ξE +
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H+ ΩQ +

3
2
ξΠ , (11)
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0 = (2A− φ) Ω− 3ξΣ +H (17)

Commutation relations

ˆ̇ψ − ˙̂ψ = −Aψ̇ +
(

1
3
Θ +Σ

)
ψ̂ (18)

1.1 Lensing Geometry

We introduced the spatial vector, na, which is a 3-vector in the direction of light
propagation. the direction of light propagation. Allowing for a further split of
this vector with respect to ea gives :

na = κea + κa . (19)

Thus, κ is the magnitude of the radial component and κa is the component lying
in the 2-dimensional sheet. We are then able to write the null tangent vector
ka as [5]

ka = E(ua + κea + κa) . (20)

Using this form of the null vector, we can determine the lensing geometry of a
photon experiencing a deflection about the center of symmetry.

1.2 General Form of the Deflection Angle

Figure 7.1 traces the path of a photon in the presence of a strong gravitational
field such as a black hole, with ka lying tangent to the null geodesic. We can
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Figure 1. Lensing geometry in symmetrical symmetric spacetimes

which may be integrated giving the total deflection angle as

α =
∫ ν2

ν1

1
r

|Eκa|dν − α0 , (62)

where α0 is the integration constant. This is a completely general form of the scalar
deflection angle which can be applied to any spherically symmetric space-time. The
deflection angle α (62) may be written as

α =
∫ ν2

ν1

1
r

|E|
√

κaκadν − α0 , (63)

where the magnitude of κa (i.e. |κa|) is just
√

κaκa. Substituting for ka (60) into the
null condition, kaka = 0, gives a restriction on κa :

κaκa = 1− κ2 , (64)

so that the general deflection angle takes the form:

α =
∫ ν2

ν1

1
r

|E|
√

1− κ2dν − α0 . (65)

Thus, if we know the relations E(ν), κ(ν) and r(ν), for a given spherically symmetric
space-time, it is possible to find an explicit form of the deflection angle. The differential
equations for these variables are derived in the next section.
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)
Ω−Qξ . (57)

0 = (2A− φ) Ω− 3ξΣ +H (58)

2.2. Lensing Geometry

In chapter 3, we introduced the spatial vector, na, which is a 3-vector in the direction
of light propagation. Allowing for a further split of this vector with respect to ea gives
:

na = κea + κa . (59)
Thus, κ is the magnitude of the radial component and κa is the component lying in
the 2-dimensional sheet. We are then able to write the null tangent vector ka (??) as

ka = E(ua + κea + κa) . (60)
Using this form of the null vector, we can determine the lensing geometry of a photon
experiencing a deflection about the center of symmetry.

2.3. General Form of the Deflection Angle

Figure 7.1 traces the path of a photon in the presence of a strong gravitational field
such as a black hole, with ka lying tangent to the null geodesic. We can also see the
directions of the various vector components of the null vector. The two-dimensional
sheet is represented as a sphere about a central point. It should be noted that the
deflection seen in figure 7.1 has been greatly exaggerated.

When considering infinitesimal small angles of deflection dα, the lensing geometry
will be given by figure 7.2. The angle dα subtends an infinitesimal small displacement
of the photon’s path, given by |Eκa|. dα can be obtained from figure 7.2 giving

dα =
1
r
|Eκa| dν , (61)

also see the directions of the various vector components of the null vector. The
two-dimensional sheet is represented as a sphere about a central point. It should
be noted that the deflection seen in figure 7.1 has been greatly exaggerated.
When considering infinitesimal small angles of deflection dα, the lensing geom-
etry will be given by figure 7.2. The angle dα subtends an infinitesimal small
displacement of the photon’s path, given by |Eκa|. dα can be obtained from
figure 7.2 giving

dα =
1
r
|Eκa| dν , (21)

which may be integrated giving the total deflection angle as

α =
∫ ν2

ν1

1
r
|Eκa|dν − α0 , (22)

where α0 is the integration constant. This is a completely general form of
the scalar deflection angle which can be applied to any spherically symmetric
space-time. The deflection angle α (22) may be written as

α =
∫ ν2

ν1

1
r
|E|
√

κaκadν − α0 , (23)

where the magnitude of κa (i.e. |κa|) is just
√

κaκa. Substituting for ka (20)
into the null condition, kaka = 0, gives a restriction on κa :

kaka = {E(ua + κea + κa)}2

= E2(uaua + κ2eaea + κaκa)

= E2(−1 + κ2 + κaκa)

= 0

⇒ κaκa = 1− κ2 , (24)

so that the general deflection angle takes the form [5]:

α =
∫ ν2

ν1

1
r
|E|

√
1− κ2dν − α0 . (25)

Thus, if we know the relations E(ν), κ(ν) and r(ν), for a given spherically
symmetric space-time, it is possible to find an explicit form of the deflection
angle. The differential equations for these variables are derived in the next
section.

1.3 General Propagation Equations along ka

We begin this section by finding propagation equations for the lensing variables
E and κ in the direction of the null ray. Each ray is parameterized by the affine
parameter, ν, so that the geodesic condition can be written as :

kb∇bk
a =

δka

δν
= (ka)′ = 0 , (26)
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Figure 1. Lensing geometry in symmetrical symmetric spacetimes

which may be integrated giving the total deflection angle as

α =
∫ ν2

ν1

1
r

|Eκa|dν − α0 , (62)

where α0 is the integration constant. This is a completely general form of the scalar
deflection angle which can be applied to any spherically symmetric space-time. The
deflection angle α (62) may be written as

α =
∫ ν2

ν1

1
r

|E|
√

κaκadν − α0 , (63)

where the magnitude of κa (i.e. |κa|) is just
√

κaκa. Substituting for ka (60) into the
null condition, kaka = 0, gives a restriction on κa :

κaκa = 1− κ2 , (64)

so that the general deflection angle takes the form:

α =
∫ ν2

ν1

1
r

|E|
√

1− κ2dν − α0 . (65)

Thus, if we know the relations E(ν), κ(ν) and r(ν), for a given spherically symmetric
space-time, it is possible to find an explicit form of the deflection angle. The differential
equations for these variables are derived in the next section.
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An example: Clifton’s solution 11

The transformation relation is obtained by equating equations (90) and (91) giving 4

dr = E∗ML

[

r
(4n

2
−6n+2)
n−2 − J2

(

r−2 + Cr
(4n

2
−12n+11)
n−2

)]
1
2

(92)

where L is
√

(n − 2)2

(1 + 2n − 2n2)(7 − 10n + 4n2)

Using this transformation relation in (87) gives the deflection angle in the form

α = 2

∫ r∗

r0

L−1 J

r2
[r

(4n
2
−6n+2)
n−2 − J2(r−2 + Cr

(4n
2
−12n+11)
n−2 )]−

1
2 dr − π (93)

The standard form of the deflection angle in GR as given in [33] is recovered here when n = 1 in (93).

Form of the deflection angle from the metric

The general form of the deflection angle can be obtained from the metric as

α = 2

∫ r∗

r0

J

r2

(

1

A(r)B(r)
−

J2

B(r)r2

)

− π (94)

which is the expression of the general form of the deflection angle in terms of the metric coefficients as given by the
Schwarchild-like metric

ds2 = −A(r)dt2 + B(r)dr2 + r2(dθ2 + sin2 θdφ2) (95)

with

J =
r0

√

B(r0)
(96)

This is the result obtained in (93) given the metric coeffecients as

A(r) = r(2n−2) (2n−1)
(2−n) +

C

r
(5−4n)
(2−n)

(97)

1

B(r)
=

(2 − n)2

(7 − 10n + 4n2)(1 + 2n − 2n2)

(

1 +
C

r
(7−10n+4n2)

(2−n)

)

(98)

a solution obtained in [29, 34] for static spherically symmetric vacuum space-times to Rn gravity.

C. Observables

We now analyse the behaviour of the deflection angle α by computing the deflection angle for different values of r∗
(distance of closest approach), as well as for different values of r0 (distance from the source) against n. We then plot
the ratio α to α

GR
, the GR case corresponding to n = 1, against n for the two cases as shown in Fig(1) and Fig(2)

respectively. As a fiducial system, the distances r0 in units of the Schwarzschild radius.
The divergence of the curves in both plots is indicative of the deviation from the standard GR value. In Fig(1), the
deflection angle is independent of the distance from the source r∗ and in Fig(2), for a fixed n, the deflection angle
varies for different values of r0 such that for n < 1 there is more bending as the values of r0 increases whereas the

4 Note that same transformation relation is obtained when the propagation equation A′ and derivative of A with respect to ν is used as
in place of (90) and (91) respectively

A number of exact solutions exist, e.g., Clifton (2006)  

The bending angle can be easily found:
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∫ r∗
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A(r)B(r)
−
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B(r)r2
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− π (94)

which is the expression of the general form of the deflection angle in terms of the metric coefficients as given by the
Schwarchild-like metric

ds2 = −A(r)dt2 + B(r)dr2 + r2(dθ2 + sin2 θdφ2) (95)

with

J =
r0

√

B(r0)
(96)

This is the result obtained in (93) given the metric coeffecients as
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r
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B(r)
=
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(

1 +
C

r
(7−10n+4n2)

(2−n)

)

(98)

a solution obtained in [29, 34] for static spherically symmetric vacuum space-times to Rn gravity.

C. Observables

We now analyse the behaviour of the deflection angle α by computing the deflection angle for different values of r∗
(distance of closest approach), as well as for different values of r0 (distance from the source) against n. We then plot
the ratio α to α

GR
, the GR case corresponding to n = 1, against n for the two cases as shown in Fig(1) and Fig(2)

respectively. As a fiducial system, the distances r0 in units of the Schwarzschild radius.
The divergence of the curves in both plots is indicative of the deviation from the standard GR value. In Fig(1), the
deflection angle is independent of the distance from the source r∗ and in Fig(2), for a fixed n, the deflection angle
varies for different values of r0 such that for n < 1 there is more bending as the values of r0 increases whereas the

4 Note that same transformation relation is obtained when the propagation equation A′ and derivative of A with respect to ν is used as
in place of (90) and (91) respectively
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reverse happens for n > 1 where the more bending occurs as r0 decreases in value. The dependence of α is therefore
on the two parameters n and r0.
More bending is thus expected for α different from GR with the value being greater for values of n beyond n = 1.
The bending lessens with increase in n for n < 1 and is increases as n increases for n > 1 but the physical region
does not go beyond n = 1.23. Rn gravity therefore increases the deflection angle with respect to the standard Gr result.
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FIG. 1: Plot of the bending angle α compared to the bending angle in general relativity against n corresponding to different
values of r∗, distance from the source. The result shows that the bending angle value is independent of r∗ as the plot remains
the same when r∗ is varied.
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FIG. 2: Plot of the bending angle α compared to the bending angle in general relativity against n corresponding to different
values or r0, distance of closest approach.
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FIG. 2: Plot of the bending angle α compared to the bending angle in general relativity against n corresponding to different
values or r0, distance of closest approach.For values of n close to 1, the bending angle only differs 

from the GR result by a few percent. 
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✴ Extend to multi-fluid systems e.g. CDM, Baryons + 
Radiation (Abebe & Abdelwahab),

✴ Generate spherically symmetric solutions (Goswami et al),

✴ The evolution of null geodesics in f(R) gravity - 
observational relations etc.

✴ The Newtonian limit and Newtonian perturbation theory

✴ and much much more if f(R) survives observational 
scrutiny!!

The Future.........
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